INTRODUCTION

The replication crisis in social sciences refers to the failure to replicate a large fraction of published experiments (1) and the selective publication of results and specifications (2–4). Three influential replication projects (5–7) tried to systematically replicate the findings in top psychology, economics, and general science journals. In psychology, only 39% of the experiments yielded significant findings in the replication study, compared to 97% of the original experiments. In economics, 61% of 18 studies replicated, and among Nature/Science publications, 62% of 21 studies did. In addition, the relative effect sizes of findings that did replicate were only 75% of the original ones. For failed replications, they were close to 0% [see also (8–10)]. Prediction markets, in which experts in the field bet on the replication results before the replication studies, showed that experts could predict well which findings would replicate (11).

Here, we use the findings from these three replication projects to correlate replicability with citations and test whether papers that failed to replicate are cited significantly more often than those that were successfully replicated, both before and after the replication projects were published. We collected two types of measures: (i) replicability measures and prediction market results, which are publicly available for all three replication projects; and (ii) Google Scholar citations from the date of publication until the end of 2019. We additionally collected several proxies for the quality of these citations: how often citations are themselves cited, whether they are published, and the impact factor of the journals in which they are published. We examine the relationship between citations and other measures of impact and replicability across the three replication projects.

The number of citations is a basic measure that is used to assess the scholarly impact of a published work. It is used to study intellectual history and evaluate the quality of scientific work across a variety of disciplines (12, 13). In promotion decisions, for example, most academic institutions use citations as an important metric in the decision of whether to promote a faculty member. Citation is a proxy of the impact of a paper, and with all else being equal, researchers would prefer to be cited more. The proxy is also clearly noisy because papers are cited for a myriad of reasons. In our analysis, we start by examining the correlation between citation counts and replicability. We then examine the relationship between other measures of impact, such as the impact factors of the journals in which citations are published, and replicability. Still, citations could be “negative” in the sense that they mention the original result’s failure to replicate. We also explore this possibility by classifying as negative or positive/neutral the type of citation after the replication project is published.

Our main finding is that papers that fail to replicate in (5–7) are cited more than those that are replicable. We find no significant change in citation trends, even after the publication of the failed replication. Notably, only a minority of publications after the failed replications were published acknowledge the failure. The “quality” of citations of papers that failed to replicate is similar to that of papers that were replicated: We do not find a difference in how often the citations of nonreplicable publications are cited by others or in the impact factor of the journals in which citations are published.

Assuming more cited papers present more “interesting” findings, a negative correlation between replicability and citation count could reflect a review process that is laxer when the results are more interesting (by interesting, we mean papers that attract more attention and follow-up work). Supporting evidence for this explanation is provided in (11), which showed that experts in the field successfully predicted which findings would replicate before the replication studies were run. Our analysis shows that experts’ predictions regarding which studies will replicate do not merely reflect statistical features (e.g., statistical power) of the original papers. Yet, the publication process involves expert reviewers and editors who allowed these papers to be published, despite the skepticism reflected later in prediction markets (11, 14).

RESULTS

Nonreplicable publications are cited more even after the replication study is published

Figure 1 shows the distribution of total citation counts by the end of 2019 of the papers included in the replication projects, separately depending on replicability for Nature/Science, economics journals, and psychology journals. Replicability is measured according to the criterion that the replication project featured a P value of 0.05 or lower in a two-sided test, with an effect in the same direction as the original test.
As shown in Fig. 2, papers that replicate are cited 153 times less, on average, than papers that do not \((N = 80, \text{Poisson regression, residual } df = 76, Z = -3.47, \text{and } P = 0.001)\). The point estimate for the difference in citations is largest for papers published in Nature and Science, compared with studies published in economics and psychology journals. Yet, the relationship between replicability and citations is not significantly different across the three replication projects. When we include several individual characteristics of the studies replicated [based on (15)], such as the number of authors, the rate of male authors, and the characteristics of the experiment (location, language, and online implementation), as well as the field in which the paper was published (16), the relationship between replicability and citations is qualitatively unchanged (the same occurs if we control for the highest seniority level among the authors). In the Supplementary Materials, we provide a robustness analysis based on specification curves that display the robustness of results across 36 different regression models (17).

Next, we examine the relationship between two additional measures of replicability and citation counts, as shown in Fig. 2. First, studies with a larger relative effect size of the replication study, compared with the original studies, are cited less, though the difference is only marginally significant \((N = 79, \text{Poisson regression, residual } df = 75, Z \text{ stat} = -1.91, \text{and } P = 0.057)\). Moving from a relative effect size of 0 (no replication) to 1 (perfect replication of the original study) is associated with 85 fewer citations, on average.

Second, studies that experts predicted would be less likely to replicate, as reflected by the market price in replication markets, have a higher citation count than those they predicted would replicate \((N = 80, \text{Poisson regression, residual } df = 76, Z \text{ stat} = -2.68, \text{and } P = 0.007)\). This result is consistent with the finding in the three replication studies that experts could reliably predict which studies would replicate (11). This relationship is not solely explained by a priori measures of replicability, such as the statistical power of the original paper. Although replicable publications had higher power \((N = 79, \text{Poisson regression, residual } df = 75, Z \text{ stat} = 2.49, \text{and})\).
P = 0.013), the relationship between market prices and replicability is still significant, controlling for power, as is the relationship between market prices and citations.

The above results are persistent over time. Yearly citation counts reveal a pronounced gap between papers that replicated and those that did not, as shown in Fig. 3. On average, papers that failed to replicate are cited almost 16 times more per year [random effects Poisson regression, Z stat = −2.84, and P = 0.005; column (2) of Table 1]. This difference of 16 citations more per year can be benchmarked against the 5-year impact factor of the journal in which the original studies were published, which measures the citations of papers published in the previous 5 years. In 2016, the 5-year impact factor of *Nature* and *Science* was 44 and 38, respectively, meaning the papers they published in the same time period as the original studies were cited, on average, 38 to 44 times per year. For the two top economics journals considered in (6), the impact factor was between 6 and 10, and for the three top psychology journals included in (5), it was between 3 and 6. This suggests that the gap in citations is substantial.

The citation gap remains even after the publication of the replication projects. Both results are persistent across several specifications, as we show in the Supplementary Materials using specification curves.

**The impact of citations of nonreplicable publications**

Understanding the relevance of citations of nonreplicable publications is important. We refer to each citation of the papers that were included in the replication projects as a "citing paper." Do citing papers of nonreplicable and replicable publications in (5–7) have differential impacts on the field? To measure impact, we consider three metrics: (i) how often citing papers are themselves cited (excluding the replication projects themselves); (ii) whether the citing papers are themselves published in a journal that is included in the Journal Citation Reports (JCR) database, the most comprehensive source of citation data available; and (iii) what is the impact factor of the journals in which citing papers are published. Overall, the data contain 20,252 citing papers.

Figure 4 shows the distribution of citations that citing papers themselves have, for each replication project, separating citing papers that cite a nonreplicable publication from those that cite a replicable one. Papers citing nonreplicable publications are cited 25.6 times, whereas papers citing replicable publications are cited 23.7 times. This difference is not significant (N = 20,252, Poisson regression, residual df = 20,247, Z stat = −0.55, and P = 0.585). Detailed regression results are shown in the Supplementary Materials.

The quality of citing papers can also be reflected through journal impact factors. To examine whether the quality of citing papers of nonreplicable and replicable publications differs, we examine whether citing papers of nonreplicable publications are more likely to be published in journals with an impact factor on JCR. Presumably, citing papers of higher quality would be more likely to be published in journals within the JCR database and have a higher average impact factor.

Figure 5 shows that citing papers of replicable publications are more likely to be published in a journal that is in the JCR database. On average, the difference is 6.1 percentage points (N = 20,252, Poisson regression, residual df = 20,247, Z stat = 2.43, and P = 0.015). The difference is particularly strong for papers citing papers replicated in the *Nature/Science* and psychology replication projects. However, conditional on being published, citing papers of replicable publications are not published in journals with a higher impact factor (N = 7434, Poisson regression, residual df = 7429, Z stat = −0.36, and P = 0.722). Overall, we find a similar impact between the papers

---

**Fig. 3. Yearly citation count by replicability.** The average yearly citation count per year for studies that were not replicated (according to P value of the replication) in each replication study (A) for *Nature/Science*, (B) for Economics, and (C) for Psychology papers in replication markets) and for those that were replicated. The light gray area shows the year(s) in which the original studies were published, and the dark line shows the year in which the replication study was published.
that cite nonreplicable publications and those that cite replicable publications.

Persistence of citation gap is not explained by negative citations
A driver of citations of nonreplicable publications could be papers written at a later point in time that cite the failed replication. We analyzed how nonreplicable papers are cited after the publication of the replication project. We included the eight Nature/Science papers that failed to replicate and examined their citations in 2019 (N = 798). We also included the seven economics papers and their citations between 2017 and 2019 (N = 798) and 19 out 25 psychology papers (on the basis of a random draw of a subset of the most cited papers) and their citations between 2016 and 2019 (N = 865). Of these citing papers, 83% were in English, accessible, and provided a citation in the text (number of pages), number of authors, share of male authors, whether the experiment was conducted in the United States, whether it was conducted in English, and whether it was conducted online. Standard errors are reported in parentheses. The data source for the citation counts is the software Publish or Perish in March of 2020 (23).

Within the eight Nature/Science papers that failed to replicate, 15% of citations in 2019 acknowledge a replication failure of the original result. Within the economics papers that failed to replicate, 9% of new citations make this acknowledgment (2% in 2017, 14% in 2018, and 9% in 2019). Within the psychology papers that failed to replicate, 12% cite the failure to replicate in the replication project or elsewhere (10% in 2016, 8% in 2017, 21% in 2018, and 7% in 2019).

A possible reason nonreplicable work is cited more is that it is focused on topics about which only a few papers are published. Such citations could nevertheless mention the failure to replicate or the weakness of existing evidence. We do not find evidence supporting this conjecture. Also, note that we cannot test the conjecture that papers are accepted because they are interesting, and hence, our results do not provide evidence on causal relations. We conclude that the gap in citations between replicable and nonreplicable publications is not driven by new papers citing the replication failure.

**DISCUSSION**

Why are papers that failed to replicate cited more? A possible answer is that the review team may face a trade-off. Although they expect some results to be less robust than others, as shown in the predictions of experts, they are willing to accept this lower expected reliability of the results in some cases. As a result, when the paper is more interesting, the review team may apply lower standards regarding its reproducibility.

A recent book (18) suggests that some papers create "hype" using exaggerated and inaccurate claims regarding their findings. According to Richie’s argument, the pressure to receive grants and publish favors “...showy and ostentatious findings over workhouse studies that only add small pieces to our knowledge” [(18), p. 148]. These studies are also more likely to receive media coverage and become famous. Related to our findings, this exposure may make the papers more likely to be cited. The book also presents evidence that the effect of the hype lingers even after a study is discredited.

Understanding this trade-off is important because it can partially explain the source of the replication crisis in social sciences. It could also help in developing policies to reduce the probability that nonreplicable papers will be accepted for publication. For example, if the results are due to the editor making a trade-off between interesting and reliable results, one way to reduce the occurrence of such incidents is to increase the cost of publishing problematic data, for example, by publishing the name of the editor in the manuscript and going back to them for comment about the editorial process in case the results fail to replicate. A recent example of a move in this direction is the recent retraction of (19) from Psychological Science (20) due to unreliable data. Related to this point, note that when papers are retracted, they are cited significantly less often (21).

Another editorial policy that may help in reducing the incentive to publish only remarkable data is registered reports, where the review is conducted before data collection. This process ensures that only the study design (rather than the results being interesting) influences the review process. We chose to base our analysis on the three replication studies (5–7) because these projects had objective selection criteria. These objective selection criteria are in contrast to, for example, the Many Labs projects (8, 9), in which researchers selected the papers that were replicated, leading to important selection concerns. The relationship between the P value of the replication and the citation

<table>
<thead>
<tr>
<th>(1)</th>
<th>(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Replicated (P &lt; 0.05)</td>
<td>−15.040***</td>
</tr>
<tr>
<td>(5.341)</td>
<td>(5.631)</td>
</tr>
<tr>
<td>After publication of replication</td>
<td>−9.065***</td>
</tr>
<tr>
<td>(1.167)</td>
<td>(1.147)</td>
</tr>
<tr>
<td>Replicated × After publication of replication</td>
<td>1.236</td>
</tr>
<tr>
<td>(0.943)</td>
<td>(0.938)</td>
</tr>
<tr>
<td>Years since publication</td>
<td>3.522***</td>
</tr>
<tr>
<td>(0.361)</td>
<td>(0.353)</td>
</tr>
<tr>
<td>Replication project fixed effects</td>
<td>Yes</td>
</tr>
<tr>
<td>Paper characteristics</td>
<td>No</td>
</tr>
<tr>
<td>Number of papers</td>
<td>80</td>
</tr>
<tr>
<td>Observations</td>
<td>714</td>
</tr>
</tbody>
</table>

***P < 0.01.
Fig. 4. Distribution of citations that papers citing a replicable versus nonreplicable publication receive. This figure shows the CDF of citations of citing papers, separated by whether the citing paper cited a replicable or a nonreplicable publication for each replication study ([A] for Nature/Science, [B] for Economics, and [C] for Psychology papers in replication markets). The CDF displays 95% of the distribution (to more clearly distinguish the distributions, we exclude the upper 5% of citing papers in terms of citations as their distributions are highly skewed). The replication projects are excluded from the sample of citing papers.

Fig. 5. Likelihood of publication and impact factor of papers citing a replicable versus nonreplicable publication. This figure shows the fraction of citing papers that are published in a journal that is listed in the JCR database ([A]) and the average JCR impact factor ([B]), separated by whether the citing paper cited a replicable or a nonreplicable publication. Bars show 95% confidence intervals. The replication projects are excluded from the sample of citing papers.
count of the original study, combining all replication projects without covariates, is slightly negative (15).

As always, one should be cautious when generalizing from data. We cannot tell, for example, whether our findings will be true for comparable papers in other fields or other journals. For example, only focusing on the replication studies in psychology (5) and including all replications regardless of whether replication markets were run reveals that there may be no difference in citations and citations of citing papers (22). Still, together, these findings reveal that the failure to replicate does not lead to fewer citations, as one may expect.

Replication projects also typically replicated only one study out of several results presented in the original paper. For instance, in the case of the economics replications, only the first result of each study was replicated, even if this was not the main point of the paper. The replication may also fail to reflect exactly how the original study was conducted. Thus, the results of the replication are a noisy measure of the replicability of the entire paper. In addition, we do not observe studies that journals rejected. Hence, our findings are based on the set of selected papers that ended up being published in the respective prestigious journals.

Another interesting question that should be investigated in future research is how long the effect we found will hold. For example, will the field eventually internalize a paper’s failure to replicate and will its impact be reduced? We can reasonably assume that the attention in the literature to the replication crisis will improve practices and result in reduced failed replications. We hope that our findings will contribute to this change.

MATERIALS AND METHODS

This paper focuses on the replicability of studies included in three large-scale replication projects (5–7). The inclusion criteria for studies in these projects were all experimental papers published in a set of leading journals within a given period, eliminating selection concerns and making the replicated studies as comparable as possible. The analysis focuses on papers for which a prediction market was run, including all replications in Camerer et al. (6, 7), and 41 of the 100 replications in (5). Results are qualitatively similar if the dataset is extended to include all 96 replications in (5) of papers that had a significant effect originally, as shown in the Supplementary Materials. Focusing only on the psychology replication project, the gap in citations of replicable versus nonreplicable papers is small and not significant, as shown in (22). We obtained yearly citation counts in March of 2020, using the software Publish or Perish (23).

Following the literature (5–7), the main measure of replicability that we use is whether the $P$ value of the replication study is below 0.05 in a two-sided test and with an effect in the same direction as the original one. To remain consistent with the 0.05 cutoff, we also refer to our results as significant if their $P$ value is below 0.05. The relationship between replicability and citation also remains significant considering a 0.005 cutoff, as suggested in (24). We also consider the relative effect size of the replication, defined as the ratio of the effect size in the replication over the effect size in the original study. The relative effect size ranges between $-0.90$ and $2.38$ for 79 of the 80 studies. We find one outlier, with an effect size of $22.82$, which we exclude from the analyses. As a measure of experts’ beliefs, we use prices in the prediction markets. These prices reflect the belief that the replication study will replicate the original paper (11).

As shown in the Supplementary Materials, the distribution of citation counts is highly right-skewed. We hence use Poisson regression models for the main specification in the paper. Poisson regression models are particularly well suited to model count data, as is the case with citation counts (25). These models are estimated via maximum likelihood. We consider up to 54 different specifications of the model and show the results using specification curves in the Supplementary Materials. The conclusions remain qualitatively similar when we include characteristics of the paper, such as the number of authors and the field (social/cognitive psychology and economics) to which the paper contributes (15, 16). Related work leveraged machine-learning methods to predict the replicability of scientific papers, using the 96 papers included in the psychology replication project to train their model (15, 21, 26). In addition to study characteristics, they used text analysis and do not find that words such as “remarkable” or “unexpected” predicted the replicability out of sample. A possible reason for this is that the authors of the papers may not specifically say their results are remarkable or unexpected, even if they are in the eyes of others in the profession.

To document the impact of citations, which we refer to as citing papers, we use the information provided by Publish or Perish. The software tracks the number of times that citing papers have been cited themselves. It also documents which journals the papers were published in, if at all. After careful data cleaning, as explained in the Supplementary Materials, we created a dataset with the journal names in which citing papers were published and matched them with a database of JCR impact factors from the Web of Science group (Clarivate Analytics). The JCR database is the most comprehensive source of citation data available. It generates impact factors for more than 12,000 journals and conference proceedings in more than 80 countries (27). In the analyses, we focus on the impact factor of the journal in 2019, though results remain qualitatively similar if we use the 5-year impact factor of the journal.

We then carefully study the type of citations that arise after the publication of the replication projects. We downloaded available citing papers of failed replications that were published after the publication of the replication project (in 2016 or later for the psychology replication project, in 2017 or later for the economics replication project, and in 2019 for the *Nature/Science* replication project). As documented in detail in the Supplementary Materials, we then sketched each citing paper and checked the places in each citing paper in which the failed replication was cited. If the failure to replicate or “mixed” evidence regarding the findings of the failed replication were cited, we considered the paper as a negative citation, in which the failure to replicate (or at least the existence of opposing results) was acknowledged.

For the economics and *Nature/Science* replication projects, we considered all failed replications. For the psychology replication project, we classified the citing papers of 19 of 25 failed replications. Because of the number of citing papers, we did not do this exercise for all failed replications: We included all citing papers of those failed replications that were cited less than 100 times since 2015 (17 papers) and randomly drew two citing papers from those that were cited more than 100 times (8 papers). Further details of the procedures and the number of citing papers we were able to classify for each failed replication are provided in the Supplementary Materials.
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