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Mistakes and overconfidence in detecting lies could help lies spread. Participants in our experiments observe videos in which senders either tell the truth or lie, and are incentivized to distinguish between them. We find that participants fail to detect lies, but are overconfident about their ability to do so. We use these findings to study the determinants of sharing and its effect on lie detection, finding that even when incentivized to share truthful videos, participants are more likely to share lies. Moreover, the receivers are more likely to believe shared videos. Combined, the tendency to believe lies increases with sharing. (JEL C91, D83, D91, L82)

“Fake news” came into the spotlight during the 2016 US presidential election, referring to fabricated news stories with the intent to deceive (Lazer et al. 2018). An important way in which fake news spreads and affects behavior across various domains, including voting, health care decisions, and political violence, is by sharing on social media. For fake news to be effective in influencing behavior, its target audience needs to see them, and then believe the lies that are inherent in them.

Much of the discussion in the literature on fake news focuses on motivated beliefs (e.g., Kunda 1990, Bénabou and Tirole 2011, Bénabou 2013): individuals wish to believe news that is in line with their ideology. This motivation prevents people from being skeptical and could make them more likely to spread lies, which increases their momentum and impact even further (e.g., Nisbet, Cooper, and Garrett 2015; Kahan 2016a, b; Allcott and Gentzkow 2017; Pennycook and Rand 2019, 2020). In this paper, we take a step back and show that individuals make mistakes and are overconfident in their ability to detect lies even without the motivation to believe them. We then connect the findings to sharing behavior and show that our participants are more likely to share lies, and that receivers believe that videos are more likely to be true when they are shared. Combining these effects, we find that sharing can increase the belief in lies.
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To study the ability to detect lies, we developed a new experimental paradigm. We first recorded 30-second videos with senders, who were incentivized to convince the receivers, who would later watch the videos, that they were seeing and describing a true news event. In one case, senders saw a real headline and associated picture from the front cover of the international edition of the *New York Times* (NYT). In the other case, they saw a blank screen. Each sender was recorded twice: after seeing the news event and after seeing the blank screen. We then showed these videos to receivers and asked them to guess, for each video, whether the sender was telling the truth (i.e., describing a real headline and picture) or lying. Receivers were paid based on accuracy.

We found that receivers displayed a limited ability to detect lies. The distribution of receivers’ ability was close to chance in distinguishing between lies and truthful videos, and, on average, their accuracy was between 50 percent and 53 percent (compared with a 50 percent chance of a random answer). Receivers in our experiment made both type I errors (believing a false video) and type II errors (not believing a true one). These results are broadly in line with the existing literature on lie detection. In a meta-analysis of studies on lie detection, Bond and DePaulo (2006) found that 54 percent of statements were correctly classified (see also Bond and DePaulo 2008). Konrad, Lohse, and Qari (2014) and Dwenger and Lohse (2019) showed that receivers were slightly worse than chance at detecting false taxable income reports. In contrast, Belot and van de Ven (2017) found that receivers in the role of buyers were better than chance at detecting the lies of sellers. Similarly, trustors in a trust game tend to exhibit a limited ability to detect trustworthiness based on trustees’ facial pictures (e.g., Bonnefon, Hopfensitz, and De Neys 2013, 2017), and trustors also easily form first impressions from faces, though such impressions are unrelated to stable personality traits (e.g., Todorov et al. 2015).

We then asked whether the source of receivers’ low ability is simple noise or receivers putting wrong weights on predictor variables. We explored whether senders’ speech and emotions contain cues that may make a video more or less believable and whether receivers pick up some of those cues. To that end, we used facial-expression-recognition software to measure emotions and facial movements of senders during their videos, and collected other measures of their speech (e.g., word count). A number of emotions, facial movements, and speech characteristics of senders affected receivers’ beliefs. However, the data show that receivers put the wrong weight on senders’ cues: the effects were often in the wrong direction or concentrated on indicators that did not predict a video’s truthfulness. For example, more words said in a video were associated with a higher likelihood that the video was false. Yet, receivers tended to believe videos with a higher word count more.

The wrong use of cues by receivers may explain why they were overconfident about their ability. We measured both absolute overconfidence (beliefs about correctly detecting lies) and relative overconfidence (quartile of the distribution of the ability to detect lies). Overconfidence can be strategically valuable as shown by Charness, Rustichini, and van de Ven (2018), who gave participants incentives to convince others that their ability on an IQ test was high (see also Schwardmann and van der Weele 2019). Participants often convinced themselves that they performed better than they actually did, and by that achieved advantage. Most previous studies in lie detection have investigated self-perceived competence without objective
To our best knowledge, we are the first to measure overestimation and overplacement in lie detection based on incentivized measures.

The limited ability of receivers to detect lies, combined with their overconfidence, lays the foundation for studying sharing behavior. Fake news often spreads through sharing on social media. The literature on why people share content on social media and the effect of its impact, is small. Data in these papers are based on descriptive studies about what people share on Facebook and Twitter (e.g., Guess, Nagler, and Tucker 2019; Allcott, Gentzkow, and Yu 2019), or hypothetical choices based on news headlines with political motivations, from true and fake news sources (e.g., Pennycook and Rand 2019). Little is known about what the effect of sharing on receivers is. If lies are shared more often, and shared news tends to be trusted more, this association could fuel the spread of lies.

We use our experimental paradigm to examine the determinants of sharing and test the effect of sharing on the rate at which lies are believed. To that end, we ask two main questions. First, would lies be shared more often than truthful videos? Second, does knowing that a video is shared affect the receivers’ beliefs? If the answer to these two questions is positive, then sharing would increase the likelihood that receivers believe a lie. This effect is important because believing a lie is the type of consequence of sharing that contributes to fake news being effective and potentially concerning.

We extended our design to include two receivers. The first receiver, to whom we refer as Receiver 1 (R1), watched eight videos and was incentivized to guess for each if it was true or false. The second receiver, to whom we refer as Receiver 2 (R2), was shown the pictures and titles from the eight videos and was asked to choose four of them to watch, knowing that she/he would also be incentivized to guess the truthfulness of each chosen video. The new element of the design is that Receiver 1 was also asked to choose one of the eight videos to share with Receiver 2, who was informed about the video that was shared with her/him before choosing which videos to watch. To control for different motivations for sharing, in the first treatment, Receiver 1 was paid a bonus if Receiver 2 picked the shared video to watch and that video was true. In the second treatment, we replaced the incentive criterion from true to believable; that is, Receiver 1 was paid if Receiver 2 chose to watch the shared video and believed it. In these main treatments, Receiver 2 knew about Receiver 1’s incentive. In two control treatments, either no sharing information was provided, or Receiver 2’s choices had no effect on Receiver 1.

This design allows us to answer both questions: whether lies are shared more often, even when receivers are incentivized to share true or believable videos, and how knowing a video was shared affects receivers’ beliefs. Our results show that despite their incentives, Receiver 1s were more likely to share lies than truthful videos (between 58 percent and 62 percent of the videos shared were lies). Sharing

---

2 For example, Frank and Ekman (1997, p. 1433) asked participants, “In this video, how well do you think you did in telling who was lying?” The answers were rated on a five-point scale (1 = very poor and 5 = very good). To measure accuracy of confidence, answers need to have an objective measure to compare them. DePaulo et al. (1997) identified six studies that had an objective benchmark, and all reported overconfidence in absolute terms and without incentives. Later studies found mixed results regarding overconfidence (e.g., Mann, Vrij, and Bull 2004; Swann et al. 1995). For a general discussion on overconfidence, see Moore and Healy (2008) and Benoît, Dubra, and Moore (2015).
significantly increased the chance that a video was believed when Receiver 1s were incentivized to share a truthful video. This result can help us understand how fake news spread even without motivated beliefs. By contrast, if videos were shared with the intention of finding content that persuades others, beliefs did not exhibit significant changes in response to sharing. This finding suggests that perceived intentions behind sharing could affect how lies spread, and what may fuel the spread of lies could be the intention to share truthful videos. The combined effect of sharing was that it increased the likelihood that a lie was believed (between 33 percent and 45 percent of the time, compared to 26 percent to 29 percent when it was not shared), even though a shared video should be believed less often given the fact that it is more likely to be false.

I. Experimental Design

We start by describing the common features of our experiments, and then explain the differences between them.

A. Senders

We recruited individuals to participate as senders. Each sender generated two 30-second videos: one “false” and one “true.” We chose to use videos to allow receivers to use language characteristics and facial expressions to detect the truthfulness of a video. Upon arriving to the laboratory, the experimenter gave senders the instructions (see online Appendix A for all instructions used). We told senders they would either see a headline and picture from the front cover of the NYT or a blank slide. When senders observed a headline and picture from the NYT, we asked them to describe it. When senders observed a blank slide, they could make up a news event or report that the screen was blank. We incentivized senders to convince receivers they were seeing a news event in both cases: for each of the two videos they recorded, senders received $10 if they convinced a receiver that they were seeing a true news event, and $0 if they did not. Senders were informed about the task of receivers. A single receiver was recruited afterwards specifically to determine the senders’ payments.

Senders were given time to read the instructions and ask questions. When they stated that they were ready to start recording, they were shown the first slide and given 30 seconds to describe it. At the end of the 30 seconds, senders saw the second slide and were given another 30 seconds to describe it. News and blank slides were presented in random order.

For Experiments 1 and 3, we recruited ten senders, five women and five men, all of whom were research assistants or graduate students at UC San Diego. Because each sender was recorded in two videos, a total of 20 videos were recorded. For Experiment 2, we recruited an additional 42 new senders (20 male and 22 female undergraduate students at UC San Diego) leading to a total of 84 videos. This larger sample of senders allowed us to use facial-expression-recognition software and speech characteristics to explore the predictors of lying and telling the truth, and compare them with receivers’ beliefs. We followed the same procedure and used the same instructions as with the first group of ten senders, with the only difference
being that we explicitly instructed senders that when they saw a blank screen, if they chose to make up a news event, it should not be a real event and they should not describe a news event that they recalled from a different date or source. A research assistant checked the video transcripts, and an overwhelming majority of participants described made-up news events. To avoid bias, we chose not to exclude any videos based on this. All transcripts are provided in online Appendix A.\footnote{We refer to videos in which the sender saw and described a NYT headline and picture as “truthful” videos, and videos in which the sender saw a blank screen and described a made-up news event as “lies.”}

B. News Events

We systematically chose pictures and headlines from the front page of the international edition of the NYT. The actual headlines are reproduced in online Appendix A. Most news events reported on the front cover deal with international conflicts (e.g., the meeting of South and North Korean leaders), international catastrophes (e.g., an airplane crash), and news from the arts (e.g., a new movie by a renowned actor).

To avoid experimenter selection bias in sampling news events, we decided (before we saw the headlines) to select front-page headlines and corresponding photos from the NYT dating exactly six months prior to when the first videos were scheduled to be recorded. We used all events that were presented with a photo in the main section of the front page of the NYT, without exclusions.

C. Receivers

Table 1 presents an overview of the experiments we conducted. The receivers in our experiments were participants on Amazon Mechanical Turk (AMT). In Experiment 1, each receiver watched the same 20 videos and was asked to decide after watching each video whether the sender was telling the truth or lying. Receivers were informed that one of the 20 videos they evaluated would be randomly selected, and they would be paid $5 if they guessed correctly whether the sender in the selected video was telling the truth or lying. Receivers had to stay on the video question for at least the duration of the video (30 seconds) but could remain longer if they wished to. We included a sound test at the beginning of the experiment to ensure receivers could hear the videos in the experiment. Participants could not continue with the experiment if they failed this test. We also had two control questions that participants answered before starting the experiment. As preregistered, we excluded subjects who failed to answer either one of the control questions correctly.

Receivers watched the 20 videos in blocks of five, presented in random order. After each block of five videos, we asked receivers to state their confidence in their absolute ability to detect lies: “How many of the five video guesses you just made do you believe are correct?” Receivers earned $1 each time their belief was correct.

\footnote{Precisely, an RA classified the 42 videos in which the sender saw a blank screen in Experiment 2. The RA classified 41 out of 42 into three categories: (i) made-up story (21 videos), (ii) made-up story that was similar to news stories (17 videos), and (iv) true story (3 videos). For one video, the RA was unsure. According to this classification, a majority of receivers made up news stories when seeing a blank screen, some of which had elements related to familiar news stories (category (ii)). Only a small minority did not follow the instructions and told a true story.}
After watching all 20 videos, we elicited receivers’ relative confidence in their ability, using the question, “Compared with previous participants in this experiment, how well do you think you did?” They were asked to choose a quartile, and earned $1 if their answer was correct.

To test whether receivers knew the answer to some questions more accurately than others, we also elicited “safe bets” with the question “For three videos you saw, you can earn an additional bonus of $0.25 if your guess is correct. Which three videos would you choose to receive an additional $0.25 bonus if your guess was correct?”

Experiment 1 had two treatments, which varied whether receivers knew the fraction of lies and truthful videos out of the 20. In the No-prior treatment, receivers did not know how many videos out of the 20 were true. To test whether knowing this information (the prior) would help receivers detect lies, we conducted the Prior treatment, in which the only difference was that receivers were informed about the 50-50 prior in advance.

In Experiment 2, we extended the set of videos that receivers could watch to a new group of 84 videos. Each receiver watched eight videos. One video was chosen randomly for payment. Because this experiment was shorter, the receiver was paid $1 if he/she correctly assessed the truthfulness of the selected video. We also elicited the receiver’s absolute confidence twice: once after watching the first four videos, and then after watching the second four videos. The receiver earned $0.25 each time her/his belief about the number of correct assessments was correct. We did not elicit receivers’ relative confidence in this experiment, because the potential score varied only from one to eight correct video assessments, and due to the number of ties, we would have observed little to no difference in ability across quartiles. We also asked the same “safe bet” question as in Experiment 1, but asked the receivers to select only one video for it.

In Experiment 3, we examined whether videos containing lies are shared more often and their effects on beliefs. The first two treatments of Experiment 3 had the same structure as Experiment 2. First, receivers in the role of Receiver 1 watched

---

4 We also elicited sharing decisions through the use of a coordination game, by which receivers were incentivized to choose a video to share that was also chosen by other receivers. The design and results of the coordination game are presented in online Appendix B.
eight videos, and one video was randomly chosen for payment. Absolute confidence was elicited twice, and a “sure” bet was elicited in the end, as in Experiment 2. For this experiment, we used 16 out of the original 20 videos used in Experiment 1, making two sets of 8 videos. Each set contained eight different senders and was balanced on gender and the share of truthful videos. That is, each set contained two women and two men in a truthful video and the same numbers for false ones. The other set of eight videos included the other videos of the same senders. The goal of this balancing was to prevent effects due to some people being more believable than others (due to their attractiveness, gender, age, etc.). Our design counterbalances these effects (which is why we included 16 and not the entire 20 videos).

After Receiver 1s watched and assessed the videos, they were presented with the titles and screenshots of each of the eight videos in random order (details on the titles and screenshots are provided in online Appendix A). Receiver 1s were asked to pick one video to share with another participant. Motivated by the fact that on social media people often choose which videos to watch or stories to read more about based on what others share with them, Receiver 1s were informed that the other participant (Receiver 2) would see the same titles and screenshots, and would be asked to choose four out of the eight videos to watch and assess whether the sender was truthful or lying in these four videos. Videos are shared for many reasons. For example, one may choose to share a video that shows an absurd behavior because she/he finds it funny and entertaining. To control for the motivation of sharing a video by Receiver 1s, we varied the incentives regarding which kinds of videos to share across two treatments. In the Shared-true treatment, Receiver 1s were asked to pick a video they found “interesting and true,” and were paid an additional $0.50 if the other participant chose to watch the video they shared and the video was true. In the Shared-believed treatment, the incentives were the same, except that instead of being true, the video had to be believed by the other participant for Receiver 1 to earn the additional $0.50 payment.

After Receiver 1s made their sharing decision, they were asked about their belief regarding whether Receiver 2 would assess the video they shared as true. They were asked to pick one of 10 intervals, from 0–10, to 91–100, and were paid an additional $0.25 if the interval they selected was correct. This measure allows us to assess whether Receiver 1 thought Receiver 2 would believe her/his shared video, and whether she/he anticipated differential effects depending on the treatment.

In the Shared-true and Shared-believed treatments, we matched each Receiver 1 with a Receiver 2. Each Receiver 2 saw the same screenshots and titles as Receiver 1 for eight videos at the beginning of the experiment. Receiver 2 was also informed about which video Receiver 1 shared. In both treatments, Receiver 2 was informed about the incentives of Receiver 1. Receiver 2 chose four videos to watch, and then assessed the truthfulness of each video. When watching the shared video, she/he was reminded of the fact that the video was shared. At the end of the experiment, Receiver 2 also reported her/his absolute confidence and received $0.25 for providing a correct answer.

We ran two additional treatments in Experiment 3. First, we included a control treatment, the No-sharing-information treatment, in which Receiver 2 saw no sharing decisions by other participants and was only asked to choose four out of eight videos at the beginning of the experiment. Second, we added the Shared-no-incentive
treatment, in which we removed the link between Receiver 2’s decision of which videos to watch and Receiver 1’s payment. This treatment mimics the Shared-true treatment in that Receiver 2 was informed that another participant shared a video she/he thought was interesting and true. But Receiver 2’s decision had no effect on Receiver 1, and no further information on Receiver 1’s incentives was thus provided. This treatment allows us to test whether the effects of sharing in Shared-true are similar, even if Receiver 2’s decisions had no impact on anyone else.

The incentive for Receiver 1 in Shared-true (and Shared-believed) was the same as the participant’s fixed fee for completing the experiment ($0.50). While not large in absolute terms, it could double Receiver 1s’ total payment, and Receiver 1 shared videos they believed to be true in the Shared-true treatment (in over 90 percent of the cases). However, if results in the Shared-no-incentive treatment are similar to those in Shared-true, one reason could be the limited size of incentives.

D. Procedures

We preregistered our analyses on Aspredicted.org for all three experiments.5 We conducted Experiment 1 in two waves (preregistrations 16666 and 18131). We initially recruited 300 receivers, 287 of whom correctly answered two control questions about the instructions. As preregistered, we excluded the 13 receivers who failed the control questions. We then added the Prior treatment and included a small replication of the first wave (N = 93) to confirm that results remained similar (as shown in online Appendix B). We thus pool all observations in Experiment 1 (N = 380 in the No-prior treatment, and 192 in the Prior treatment). In Experiment 1, receivers were paid a $2 fixed fee for participation and earned an additional $3.75 bonus on average.

In Experiment 2, we aimed to recruit 1,100 receivers, such that each video would be viewed 100 times. Excluding receivers who failed the control question provided us with 1,056 receivers, as preregistered (preregistration #19319). Receivers were paid a $0.50 fixed fee for participation and earned an additional $0.84 bonus on average.

In Experiment 3, we aimed to recruit 400 subjects in the role of Receiver 1 and 400 in the role of Receiver 2, in the Shared-true and the Shared-believed treatments. In the Shared-no-incentive and No-sharing-information treatments, we aimed to collect 200 subjects.6 In total, 1893 participants answered the control questions correctly. In Experiment 3, receivers were paid a $0.50 fixed fee for participation and earned an additional $0.61 bonus on average.

To be eligible to participate in the experiments, participants had to have a US IP address and previously completed at least 100 tasks on AMT with a 95 percent approval rating. We used CloudResearch (Litman, Robinson, and Abberbock 2016) for recruitment, which additionally blocks duplicate IP addresses, suspicious geocode locations, and verifies country location. Across the three experiments, 50 percent of participants

5 Replication data are available in Serra-Garcia and Gneezy (2021).
6 All treatments were conducted simultaneously, for each receiver role (R1s first, and then the matched R2s) and preregistered in #41933, except for the Shared-no-incentive, which was preregistered and conducted less than a week later (#42342).
were female and were 39 years old on average, with ages ranging from 18 to 84 (25 percent of participants were 61 and older). Among them, 7 percent reported reading the NYT on a daily basis. Receivers in Experiment 1 were somewhat less likely to be female than receivers in Experiments 2 and 3 (45 percent versus 50 percent and 52 percent, respectively) and were slightly younger (37.0 versus 38.8 and 40.5 years old, respectively). Receivers in Experiment 3 were more likely to report reading the NYT on a daily basis (9 percent versus 5 percent and 4 percent, respectively). We controlled for experiment fixed effects throughout. Further details on the sample are presented in online Appendix B, and the preregistration materials are in online Appendix C.

E. Hypotheses

All the hypotheses are based on our preregistration. Our first hypothesis concerns the ability of receivers to correctly detect whether a video is true or false. As we mentioned, the literature in psychology has mostly found a limited ability in such detection tasks (e.g., Bond and DePaulo 2006, Bond and DePaulo 2008). The few experiments in the economics literature, in which receivers are incentivized to detect fake materials correctly, have found more mixed results: Belot and van de Ven (2017) found a better-than-chance ability, whereas receivers in Konrad, Lohse, and Qari (2014) and Dwenger and Lohse (2019) were slightly worse than chance at such a task.

HYPOTHESIS 1 (Ability to classify videos): Receivers are not better than chance at classifying videos containing lies and true statements.

Our second hypothesis concerns confidence. In general, people are frequently overconfident in their ability, although sometimes they are underconfident (see Moore and Healy 2008; Benoît, Dubra, and Moore 2015). We hypothesized that men are more overconfident than women. Men are typically more overconfident in knowledge-based tasks (e.g., Mondak and Anderson 2004, Coffman 2014, Bordalo et al. 2019), though women may be better at detecting others’ emotions, which could be important for detecting lies.

HYPOTHESIS 2 (Overconfidence):

(a) Receivers are overconfident in their absolute ability to detect lies.
(b) Receivers are overconfident in their relative ability to detect lies.
(c) Men are more overconfident than women.

In addition to measuring ability and confidence in assessing lies and truthful videos, we preregistered that we would explore whether receivers’ assessments are related to their gender, age, and readership of the NYT, as well as the characteristics of senders’ speech, facial expressions, and movements. We collected these data for exploratory analyses, and we did not have hypotheses regarding them.

7 We conducted a pilot with undergraduate students at UC San Diego (N = 100). The ability to detect lies of students in the laboratory does not differ significantly from that on AMT.
Next, we turn to sharing behavior. We hypothesized that lies are more interesting than truthful videos. Making up a story allows senders to make it more interesting than when they need to stick to the facts. For example, Berger and Milkman (2012) found that NYT articles that go viral tend to generate higher arousal among readers. When asked to pick the most interesting video out of 8, independent raters (blind to the truthfulness of videos) indeed picked lies 61 percent of the time. If Receiver 1 also evaluates videos containing lies as more interesting, they will be more likely to be shared.

HYPOTHESIS 3 (Sharing Rates of Lies): Receivers are more likely to share videos that contain a lie than ones that contain a true statement, both when they are incentivized to share a truthful video and when they are incentivized to share a video that they think another receiver will believe.

The final hypothesis concerns the effects of sharing. Receivers 2s were informed that Receiver 1s were encouraged to choose an interesting video to share. Because we expect Receiver 2s to prefer to watch interesting videos, we expect them to be more likely to choose to watch a video when they know Receiver 1s shared it. Our prediction was that, both when Receiver 1s were incentivized to share a video that was true and a video that would be believed, knowing that a video was shared by Receiver 1s would increase its believability for Receiver 2s.

HYPOTHESIS 4 (Effect of Sharing): Receivers are more likely to watch a video and believe it when they learn that another receiver chose to share it with them.

II. Results

A. Ability to Detect Lies

In Experiment 1, receivers correctly evaluated the truthfulness of videos in 50.4 percent of cases in the No-prior treatment, and in 51.2 percent of the cases in the Prior treatment. These frequencies are not significantly different from chance ($t$-test, $p = 0.4956$ and 0.1555, respectively; all tests in the paper are two-tailed), and the detection rates between treatments did not differ significantly ($t$-test, $p = 0.3730$).

In Experiment 2, receivers correctly detected the veracity of 53.2 percent of the videos. This rate is significantly higher than chance ($t$-test, $p < 0.001$), but only 3.2 percentage points better. It is significantly better than in Experiment 1 ($t$-test, $p = 0.0039$).  

---

8 A sample of 200 independent raters was asked to watch 8 videos, like Receiver 1, and pick the most interesting one at the end. To incentivize their decisions, they received a $0.50 bonus payment if they chose the video that is considered as the most interesting by other Raters. Receiver 1s were uninformed about the truthfulness of the videos.

9 Separating by treatment, ability in Experiment 2 is higher than in the No-prior in Experiment 1 ($t$-test, $p = 0.007$), but not significantly better than in the Prior treatment ($t$-test, $p = 0.1713$) treatment. Detailed results on the distribution of ability are shown in online Appendix B.

10 We also find a very limited “wisdom of the crowd” effect (e.g., Surowiecki 2005, Lee and Lee 2017), as detailed in online Appendix B. At the video level, the difference between the share of receivers who believed a truthful video and the share who believed a lie was less than 7 percentage points on average.
RESULT 1 (Ability to Classify Videos): *In line with Hypothesis 1, receivers demonstrated almost no ability to correctly classify lies and truthful videos.*

Receivers could make two types of errors: type I was failing to detect when a sender was lying, and type II was failing to detect when a sender was telling the truth. In the No-prior treatment, receivers made type I errors 46.7 percent of the time and type II errors 52.6 percent of the time. Overall, they believed videos to be true 47 percent of the time, reflecting that receivers were slightly skeptical and believed videos less than 50 percent of the time ($t$-test, $p < 0.001$). In the Prior treatment, however, this skepticism disappeared: they believed 50.1 percent of videos were true, a frequency that is not significantly different from 50 percent ($t$-test, $p = 0.8996$).

In Experiment 2, with a different set of videos, receivers believed lies in 48.2 percent of the cases, and did not believe truthful videos in 45.4 percent of the cases. In this experiment, receivers were slightly gullible: they guessed that 51.4 percent of the videos were true, which was more than the true rate of 50 percent ($t$-test, $p = 0.0093$).

When we asked receivers to choose three videos for which they would obtain a bonus payment if they guessed correctly in Experiment 1 (and to choose one video in Experiment 2), their guesses were correct in 48.1 percent of the cases in the No-prior treatment, 48.8 percent of the cases in the Prior treatment, and 51.2 percent in Experiment 2. These guessing rates were not better than chance ($t$-test, $p > 0.1$ in all cases), even in videos that they chose themselves. This finding opens up the question of whether their beliefs about their ability to detect lies were accurate, which we study by measuring overconfidence in absolute and relative terms.

**B. Overconfidence in the Ability to Detect Lies**

**Absolute Overconfidence:** We start with receivers’ confidence regarding their ability to correctly assess the truthfulness of videos. Although the ability of men was not statistically different from that of women (52.8 percent versus 51.8 percent), men were more confident than women ($p < 0.001$). Considering Experiments 1 and 2 together, men ($N = 837$) believed they correctly assessed 67.2 percent of all videos, whereas women ($N = 791$) believed they correctly assessed 63.5 percent of all videos, as shown in Figure 1, separately by treatment and experiment. Comparing ability to beliefs at the individual level reveals that over 65.4 percent of men and 61.2 percent of women believe they performed better than they actually did.

**Relative Overconfidence:** In Experiment 1, a majority of receivers (61.9 percent) believed their ability was in the second quartile of the distribution. Less than 1.6 percent believed their ability was in the bottom quartile, and 17.0 percent believed it was in the third quartile. Comparing receivers’ beliefs to their actual placements, we find that only 13.4 percent of receivers in the third quartile of ability place themselves in the third quartile, while 84.8 percent of these receivers place themselves in the first and second quartile of the distribution. Similarly, only 2.3 percent of receivers in the bottom quartile of ability placed themselves in the correct quartile. These
findings violate the condition that the largest group of subjects placing themselves in a given quartile must belong to that quartile, consistent with overconfidence ([Benoît and Dubra 2011, Burks et al. 2013, Benoît et al. 2015]). Men placed themselves at higher quartiles than women ($\chi^2$-test, $p < 0.001$), as shown in Figure 2.

Overall, actual ability was not related to beliefs about ability (detailed results are provided in online Appendix B), suggesting that receivers were systematically overconfident, independent of their performance.

RESULT 2 (Overconfidence): In line with Hypothesis 2, receivers were overconfident in their absolute and in their relative ability to correctly classify lies and truthful videos. Men were more overconfident than women.

C. Beliefs and Truth: The Role of Speech, Emotions, and Facial Expressions

The disconnect between receivers’ actual ability and their beliefs about ability is large and concerning. One possible driver of this disconnect is that receivers base their beliefs on cues about the sender and sender’s behavior that are wrong. Prior research suggests that individuals may use different speech, facial expressions, and movements when lying (e.g., Ekman 1970), in bargaining environments (e.g., van Leeuwen et al. 2018, Chen et al. 2019) and when signaling their trustworthiness (e.g., Centorrino et al. 2014, 2015). We test whether certain facial expressions or...
speech features are associated with lying in our setting, and whether receivers’ beliefs responded to such features in a similar manner.

To measure emotions and facial movement, we ran the videos through FaceReader, a facial-expression-recognition software (Bijlstra and Dotsch 2011). The emotions measured by the software are happy, sad, angry, surprised, scared, disgusted, and neutral. The software analyzed 10 frames per second of each video and measured the intensity of each emotion (from 0 to 1). We computed the average intensity of each emotion in a video and included each emotion separately (excluding neutral) as a predictor. The software also provided a measure of valence, which measures whether the emotional status of the sender was positive or negative, and arousal, which indicates the level of the sender’s facial activity. In additional robustness checks shown in online Appendix B, we include only these summary measures (valence and arousal) and find qualitatively similar results.

The software also provided several measures of head and facial movement. It measured head orientation along the $x$, $y$, and $z$ axes, in degrees deviating from looking straightforward. It also measured whether the participant gazed forward, left, or right. We computed the average degrees of head orientation along each axis throughout the video, as well as how often the software detected the sender looking left or right, versus forward. Furthermore, the software measured how often the sender opened her/his mouth, and provided a measure of image quality of each video (from 0 to 1). Other measures of eye and eyebrow movement collected by the

---

11 We used the main version of the software. An additional module is available to analyze action units within the face, and to conduct, among others, analyses of the role of different types of smiling (see, e.g., Ekman and Friesen 1982, Centorrino et al. 2015).
software can also be included in the model, after which results remain qualitatively similar. The software returned measures of emotions for 102 out of 104 videos.\footnote{12}

To measure speech, we collected the number of words used and the Google sentiment score of each video. A research assistant manually transcribed the videos, and transcriptions excluded filler words. Sentiment analysis measures the valence of the language used in the videos. It has been used, for example, to examine the language of discrimination (Bohren, Imas, and Rosenberg 2018). The sentiment score we used in the analysis was obtained from Google’s natural language application programming interface\footnote{13} and ranges from $−1$ (clearly negative) to 1 (clearly positive). It allows us to measure whether the language used in truthful videos conveyed a more negative or more positive sentiment than that in videos containing a lie. We standardized all continuous measures. We then examined the effect of a one-standard-deviation increase in each emotion, facial movement, or speech characteristic on the likelihood that a video was actually true, and the likelihood that a video was believed. Descriptive statistics for all variables are provided in online Appendix B.

Table 2 shows the results from probit regressions on the probability that a video is believed (columns 1–3) and that a video is actually true (columns 4–6). The coefficients displayed are marginal effects of each characteristic of the senders’ behavior (speech, emotions, facial expressions).\footnote{14} Because we tested the effects of each measure on two outcome variables, we also show adjusted $p$-values for multiple hypotheses testing (Romano and Wolf 2005) in columns 3 and 6.

To compare the effects of each sender characteristic on receiver beliefs and actual truthfulness, Figure 3 displays the marginal effects of each characteristic on the probability that a video is believed (y-axis), from column 1 of Table 3, and the probability that the video is actually true (x-axis), from column 4 of Table 3. If receivers put the right weight on each cue offered by the sender (speech characteristics, emotions, etc.), coefficients in Figure 3 should be close to a 45–degree line. Instead, Figure 3 shows that the relationship between senders’ cues of truthfulness and their impact on beliefs was negative. For example, receivers were significantly less likely to believe videos in which senders said fewer words or were happier. But such videos are weakly more likely to be true. A similar pattern is observed for head orientation (shown in green). The senders’ eye gaze did not affect beliefs (all effects are close to zero), but when senders gazed more toward the left, they were more likely to be telling the truth.

Receivers also believed female senders more than male ones (see also Lohse and Qari 2019). Interestingly, this tendency is in line with findings in the deception literature showing that men are more likely to tell lies, especially when lies help them but may hurt their counterpart (see, e.g., Dreber and Johannesson 2008; Erat and Gneezy 2012; Abeler, Nosenzo, and Raymond 2019), though this gender difference is not always found (e.g., Abeler, Becker, and Falk 2014). In our study, however, by design, men and women told the truth equally often. We also explored the

\footnote{12} The complete face of one out of 51 senders could not be captured by the camera, because the sender lowered it. For three videos, the video coded some facial movements as unknown. We included these videos in the analysis, though conclusions remain similar if these videos are excluded.

\footnote{13} See https://cloud.google.com/natural-language/, accessed April 8 and 9, 2019.

\footnote{14} In online Appendix B, we also include whether the video is true and receiver characteristics in regression models for beliefs about truthfulness. Results remain qualitatively the same.
Table 2—Determinants of Beliefs and Truth

<table>
<thead>
<tr>
<th></th>
<th>Video is believed ((= 1))</th>
<th>Video is true ((= 1))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient (1) SE (2) FWER p-value (3)</td>
<td>Coefficient (4) SE (5) FWER p-value (6)</td>
</tr>
<tr>
<td><strong>Sender gender and speech</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female sender</td>
<td>0.150 (0.048)</td>
<td>−0.028 (0.097) [0.7342]</td>
</tr>
<tr>
<td>Word count</td>
<td>0.067 (0.020)</td>
<td>−0.087 (0.041) [0.0420]</td>
</tr>
<tr>
<td>Sentiment score</td>
<td>−0.016 (0.017)</td>
<td>0.031 (0.054) [0.5570]</td>
</tr>
<tr>
<td><strong>Emotions and facial movement</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Happy</td>
<td>−0.089 (0.029) [0.0282]</td>
<td>0.074 (0.053) [0.1183]</td>
</tr>
<tr>
<td>Sad</td>
<td>−0.032 (0.017) [0.0957]</td>
<td>−0.074 (0.050) [0.0957]</td>
</tr>
<tr>
<td>Surprised</td>
<td>−0.014 (0.029) [0.8613]</td>
<td>−0.026 (0.053) [0.8613]</td>
</tr>
<tr>
<td>Scared</td>
<td>−0.004 (0.026) [0.9038]</td>
<td>0.088 (0.041) [0.1178]</td>
</tr>
<tr>
<td>Angry</td>
<td>−0.020 (0.015) [0.3512]</td>
<td>−0.039 (0.059) [0.4303]</td>
</tr>
<tr>
<td>Disgusted</td>
<td>0.042 (0.012) [0.0083]</td>
<td>−0.019 (0.058) [0.7633]</td>
</tr>
<tr>
<td>y-axis head orientation</td>
<td>0.040 (0.022) [0.2219]</td>
<td>−0.096 (0.043) [0.1499]</td>
</tr>
<tr>
<td>x-axis head orientation</td>
<td>−0.074 (0.022) [0.0350]</td>
<td>−0.041 (0.057) [0.4163]</td>
</tr>
<tr>
<td>c-axis head orientation</td>
<td>0.014 (0.024) [0.6272]</td>
<td>−0.068 (0.031) [0.1201]</td>
</tr>
<tr>
<td>Eyes gaze left</td>
<td>−0.002 (0.017) [0.9139]</td>
<td>0.090 (0.043) [0.0576]</td>
</tr>
<tr>
<td>Eyes gaze right</td>
<td>0.012 (0.017) [0.5788]</td>
<td>0.047 (0.055) [0.5788]</td>
</tr>
<tr>
<td>Mouth open</td>
<td>0.002 (0.028) [0.9470]</td>
<td>0.027 (0.054) [0.6923]</td>
</tr>
<tr>
<td>Image quality</td>
<td>−0.055 (0.024) [0.0995]</td>
<td>−0.083 (0.050) [0.1369]</td>
</tr>
</tbody>
</table>

Observations 19,692 102

Notes: This table presents marginal effects of probit regression models on the likelihood that the receiver believes a video (columns 1–3) and that sender tells the truth (columns 4–6) at the means of the covariates. The regression models in columns 1–3 include experiment fixed effects, and robust standard errors for these models, clustered at the sender level, are presented in parentheses. Columns 3 and 6 show family-wise error rate (FWER) \(p\)-values adjusted for multiple hypotheses testing (Romano and Wolf 2005).

Figure 3. Marginal Effects of Emotions, Speech, and Facial Expressions on the Probability a Video Is Believed and the Probability a Video Is True

Notes: This figure presents the marginal effects of sender emotions, speech, and facial expressions on the probability that a video is believed (from column 1 of Table 2) and the probability that the video is believed (from column 4 of Table 2). Error bars around each marginal effect indicate 95 percent confidence intervals for the marginal effects on the probability that a video is believed.
interaction between the sender’s and the receiver’s gender and find that, compared to male receivers, female receivers were significantly less likely to believe female senders, but were more likely to believe a video is true overall (detailed results in online Appendix B).

Overall, we find that receivers’ beliefs are explained by a number of emotional expressions, facial movements, and speech characteristics of senders, but the effects are often in the wrong direction, concentrated on indicators that do not predict a sender’s truthfulness. Suppose, by contrast, that receivers would have focused on the correct indicators in the right direction. How good would they have been at detecting lies? We predict the likelihood that a video is true based on the emotional expressions, facial movements, and speech characteristics of senders. If receivers would have rated videos as true whenever they believed that the video had a likelihood higher than 0.5 of being true, their detection rate would have been 60 percent. This finding suggests the videos contained information that receivers could use to detect lies. Future research could test the validity of these indicators out of sample and explore whether receivers can be informed about these mistakes, reducing the over-reliance on the wrong predictors or in the wrong direction.

III. Sharing

Taken together, the findings thus far document that receivers exhibit a limited ability to detect lies, are overconfident about their ability, and often put the wrong weight on predictor variables. These results set the stage to study sharing behavior and the effects of sharing. Given the limited ability to detect lies, a central concern is that receivers may share videos while believing they are true when they are not, and that others may fall prey to the same mistakes when they see shared videos.

A. Lies Are Shared More Often

In Experiment 3, receivers in the role of Receiver 1 watched eight videos, assessed whether they were true or false, and provided their estimated accuracy. Their ability was not better than chance (50.1 percent, $t$-test $p = 0.9315$), and they were significantly overconfident (believed that they were right in 66.7 percent of the cases, $t$-test $p < 0.001$). These results confirm the above findings (detailed results are provided in online Appendix B).

Thereafter, Receiver 1s were asked to share with Receiver 2s one of the eight videos they watched. As Figure 4 shows, in the Shared-true treatment, when Receiver 1s were incentivized to share a truthful video, 62.0 percent of them actually shared a lie, a rate that is significantly higher than 50 percent, which is the share of lies ($t$-test, $p < 0.001$). In the Shared-believed treatment, when Receiver 1s were incentivized to share a video that would be believed, they shared lies in 58.2 percent of the cases, again a rate that is significantly higher than 50 percent ($t$-test, $p = 0.0015$) but not statistically different than that in Shared-true ($t$-test, $p = 0.2923$). Receiver 1s shared videos they believed to be true in most cases (in 90.4 percent of the cases in the Shared-true treatment, and 86.8 percent of the cases in the Shared-believed treatment).

Table 3 explores which video is chosen out of the 8. If chosen randomly, each video has a chance of 12.5 percent of being selected. Confirming the finding in
Figure 4, lies were 5 percentage points more likely to be shared (15 percent) than truthful videos (10 percent). Receiver 1s were also significantly more likely to share a video they believed to be true. In column 3 of Table 3, we also explored whether Receiver 1s anticipated Receiver 2s’ choices. Receiver 2s would know the gender of
the sender when choosing which video to watch, and Receiver 1s could potentially anticipate a tendency towards picking male or female senders. However, we do not find evidence supporting that the senders’ gender guided Receiver 1s’ sharing decision. In additional analyses, shown in online Appendix B, we examined the relationship between Receiver 1s’ confidence and sharing lies. We find that overconfident Receiver 1s were more likely to share lies.

RESULT 3 (Sharing Rates of Lies): In line with Hypothesis 3, receivers were significantly more likely to share lies than truthful videos, even when they were incentivized to share truthful videos.

Most Receiver 1s expected that Receiver 2 would believe the video they shared. When asked about the likelihood of Receiver 2 believing the video they shared, Receiver 1s indicated a belief of 69.1 percent in the Shared-true treatment and of 67.9 percent in the Shared-believed treatment. The difference is not significant (t-test, \( p = 0.4350 \)). Next, we address how Receiver 2s reacted to sharing, and whether they reacted differently across treatments, as indicated directionally by Receiver 1’s beliefs.

B. The Effects of Sharing

Knowing that a video was shared increased the probability that Receiver 2s would choose to watch it and the probability that they would believe it. To estimate the effects of sharing on the decision to watch and believe a video, we estimate Heckman selection models, which account for the fact that Receiver 2s only reported beliefs on videos they watched. In estimating the model of the decision to watch, we include one new variable that is orthogonal to Receiver 2s’ beliefs: the order with which the eight videos were presented to Receiver 2s on a grid with four columns and two rows, which was randomly determined. Receiver 2s were less likely to select videos presented in the bottom row or last column. We report marginal effects on the probability that a video is watched, and on beliefs conditional on being watched in Table 4. All videos were watched several times when they were shared and when they were not. Only two videos were watched less than 10 times when they were shared, and we also estimated models excluding them as preregistered and report the results in online Appendix B.

We start by discussing the effects of sharing on the decision of which video to watch. Receiver 2s chose to watch the video shared by Receiver 1 in 75.5 percent of the cases in the Shared-true treatment, in 69.5 percent of the cases in the Shared-believed treatment, and in 66.1 percent of the cases in the Shared-no-incentive treatment. Columns 1–3 of Table 4 show that sharing significantly increased the likelihood that a video was watched, though the effects are weaker in the Shared-believed and Shared-no-incentive treatments. Receiver 2s were also significantly more likely to choose to watch a video with a female sender. However, Receiver 1s did not appear to anticipate this feature in choosing which videos to share.

Next, we examined Receiver 2s’ beliefs. First, we compare the beliefs of Receiver 2s across treatments, separating beliefs when videos were shared and when they were not shared by Receiver 1. Detailed results at the video level are
Receiver 2s were more likely to believe shared videos, as shown in Figure 5. In the Shared-true treatment, a shared video was believed 66.9 percent of the time; in Shared-believed, 63.2 percent of the time; and in Shared-no-incentive, 68.5 percent of the time. Yet, shared videos were more likely to be false: Receiver 2’s optimal response would be to believe videos 38 percent of the time in the Shared-true treatment and 42 percent of the time in the Shared-believed treatment.

The main effect of sharing is to increase the believability of the video shared when Receiver 1s were motivated to share truthful videos. Across all videos, a video was 16 percentage points more likely to be believed in the Shared-true and the Shared-no-incentive treatments, as shown in column 4 of Table 4. Approximately one-half of this effect remains with video fixed effects as shown in column 6, indicating that, conditional on watching the same video, Receiver 2 was 8 percentage points more likely to believe the video in the Shared-true treatment and 7 percentage points more likely to believe the video in the Shared-no-incentive treatment. The correlations in the error terms between the regression on the choice to watch and believe a video are 0.121, 0.123, and 0.131, respectively, with p-values of 0.021, 0.015, and 0.046, respectively. Robust standard errors are presented in parentheses.

Table 4—Regression Analyses of the Effects of Sharing

<table>
<thead>
<tr>
<th></th>
<th>Choose video to watch = 1</th>
<th>Believe video = 1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Shared video</td>
<td>0.312</td>
<td>0.310</td>
</tr>
<tr>
<td></td>
<td>(0.029)</td>
<td>(0.034)</td>
</tr>
<tr>
<td>Shared-true</td>
<td>−0.036</td>
<td>−0.037</td>
</tr>
<tr>
<td></td>
<td>(0.016)</td>
<td>(0.016)</td>
</tr>
<tr>
<td>Shared-believed</td>
<td>−0.028</td>
<td>−0.028</td>
</tr>
<tr>
<td></td>
<td>(0.016)</td>
<td>(0.016)</td>
</tr>
<tr>
<td>Shared-no incentive</td>
<td>−0.022</td>
<td>−0.022</td>
</tr>
<tr>
<td></td>
<td>(0.019)</td>
<td>(0.019)</td>
</tr>
<tr>
<td>Shared-believed × shared video</td>
<td>−0.080</td>
<td>−0.083</td>
</tr>
<tr>
<td></td>
<td>(0.041)</td>
<td>(0.041)</td>
</tr>
<tr>
<td>Shared-no-incentive × shared video</td>
<td>−0.122</td>
<td>−0.131</td>
</tr>
<tr>
<td></td>
<td>(0.049)</td>
<td>(0.050)</td>
</tr>
<tr>
<td>Female sender</td>
<td>0.068</td>
<td>−0.023</td>
</tr>
<tr>
<td></td>
<td>(0.011)</td>
<td>(0.016)</td>
</tr>
<tr>
<td>Female sender × shared video</td>
<td>0.014</td>
<td>0.018</td>
</tr>
<tr>
<td></td>
<td>(0.036)</td>
<td>(0.040)</td>
</tr>
<tr>
<td>Video on last column/row of screen</td>
<td>−0.021</td>
<td>−0.021</td>
</tr>
<tr>
<td></td>
<td>(0.011)</td>
<td>(0.011)</td>
</tr>
<tr>
<td>Effect of shared video...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>in shared-believed treatment</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>in shared-no-incentive treatment</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Video fixed effects</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Observations</td>
<td>9,104</td>
<td>9,104</td>
</tr>
<tr>
<td>Selected</td>
<td>4,552</td>
<td>4,552</td>
</tr>
<tr>
<td>Nonselected</td>
<td>4,552</td>
<td>4,552</td>
</tr>
</tbody>
</table>

Notes: Estimates from Heckman selection models on the likelihood that a video is chosen to be watched (columns 1–3), selection equation, and believed (columns 4–6) by Receiver 2. Shared video is an indicator variable that takes the value of 1 if the video was shared by Receiver 1. Shared-true, Shared-believed, and Shared-no-incentive are indicator variables for each treatment. Female sender is an indicator that takes value 1 if the sender was female (4 out of 8 were), and Video on last column/row is an indicator if the video is presented (randomly) in the bottom row or last column of the screen. Columns 3 and 6 include video fixed effects and controls for the receiver’s gender, his/her standardized age, whether the receiver reported reading the NYT daily. The correlations in the error terms between the regression on the choice to watch and believe a video are 0.121, 0.123, and 0.131, respectively, with p-values of 0.021, 0.015, and 0.046, respectively. Robust standard errors are presented in parentheses.
points more likely to believe it if it was shared. These results are in line with Hypothesis 4. However, in contrast to Hypothesis 4, sharing did not increase believability in the Shared-believed treatment. This finding reveals a limiting condition for the effect of sharing. When Receiver 1 shared what she/he believed was true, it influenced Receiver 2. But when Receiver 1 shared a video that he or she believed Receiver 2 would believe, Receiver 2 was less inclined to believe it. In both cases, however, the likelihood that a shared video was a lie was above chance (as shown above), and shared videos should be believed less.\footnote{In exploratory analyses, we tested whether the effect of shared videos was stronger for those receivers who believed they were more accurate (their confidence level). We did not find a significant relationship.}

RESULT 4 (The Effect of Sharing): Receiver 2s were significantly more likely to watch and believe a video that was shared if Receiver 1 believed it was true. However, sharing did not affect beliefs if Receiver 1’s incentive was to share a video that Receiver 2 would believe.

Receiver 2s also believed more lies (type I error) when they were shared, as shown in column 1 of Table 5. Without sharing information, receivers assessed a video as true when it was a lie 27.3 percent of the time (not significantly different from 25 percent, t-test, \( p = 0.141 \)). This rate is similar for videos that were not shared in Shared-true, Shared-believed, and Shared-no-incentive. However, receivers (incorrectly) believed shared videos that were lies in 43.1 percent of the time in the Shared-true treatment. They believed shared lies in 34.1 percent of the cases in the Shared-believed treatment, and Receiver 2s made type I errors in

\begin{table}[h]
\centering
\caption{Beliefs and Shared Videos}
\begin{tabular}{|c|c|c|c|}
\hline
Treatment & Shared Videos & Beliefs & \% of Lies \\
\hline
No sharing info. & Not-shared & 0.273 & 25.00 \\
& Shared true & 0.273 & 25.00 \\
& Shared believed & 0.273 & 25.00 \\
& Shared no incent. & 0.273 & 25.00 \\
Shared true & 0.431 & 43.10 \\
Shared believed & 0.341 & 34.10 \\
Shared no incent. & 0.273 & 25.00 \\
\hline
\end{tabular}
\end{table}
44.9 percent of the cases in the Shared-no-incentive treatment. In all cases, they believed lies that were shared significantly more often than in the No-sharing-information treatment \((t\text{-test}, \ p < 0.001\) in the Shared-true and Shared-no-incentive treatments, \(p = 0.0380\) in the Shared-believed treatment).}

A first implication of these results is that Receiver 2s were more likely to make mistakes when assessing a shared video that is false. Considering all shared videos, which are false in 58–62 percent of the cases, Receiver 2s correctly assessed the truthfulness of 48.9 percent of videos in the No-sharing-information treatment, compared to 45.2 percent of shared videos in the Shared-true treatment, and 42.5 percent in the Shared-no-incentive treatment. These changes are not statistically significantly \((t\text{-test}, \ p > 0.10\) in both cases). These directional effects of sharing only apply to shared videos: Receiver 2 assessed videos that were not shared correctly at similar rates as in the No-sharing-information treatment: 50.4 percent of the time in the Shared-true treatment, and 48.7 percent of the time in the Shared-believed treatment.

A second implication is that the incentives behind sharing decisions can be important. When Receiver 1s were incentivized to share what Receiver 2 would believe, sharing did not significantly affect beliefs. This result could partly stem from the fact that Receiver 1s were 3 to 4 percentage points less likely to believe the video when sharing it in Shared-believed, compared to Shared-true.

The stronger belief in shared videos in the Shared-true treatments is consistent with Receiver 2s (wrongly) believing that Receiver 1s are sufficiently accurate. Receiver 2s may have (correctly) anticipated that sharing is a weaker signal of Receiver 1s’ own beliefs in Shared-believed than in Shared-true. Then, believing shared videos less in the Shared-believed treatment would follow. Additionally, in the Shared-believed treatment, Receiver 1s were incentivized to make inferences about what others believe to be true. This was not necessary in Shared-true, in which their own beliefs about truthfulness were what mattered, and such belief had already been elicited. As a consequence, Receiver 2s in Shared-believed may have not inferred as much about Receiver 1s’ second-order beliefs.
IV. Conclusion

The growing influence of fake news has spurred a large number of questions regarding individuals’ ability to detect fraudulent news stories. In this paper, we study receivers’ ability to detect lies, absent motivated beliefs. We find that even when motivation is removed, receivers’ ability to detect lies is limited. Yet, receivers are not aware of their limited ability to detect these lies and exhibit significant overconfidence. Our exploratory analysis reveals that receivers use cues, such as the facial expressions of the sender, as indicators of truthfulness, but use them wrongly. This discrepancy between the perception of cues and the ability to recognize them could partially explain why receivers are overconfident. Taken together, our findings inform us of an important reason fake news is likely to be believed: people are not good at detecting lies, and are overconfident in their ability to do so.

We use the above experimental design and results to examine whether sharing behavior may increase the spread of fake news. We find support for this hypothesis on several levels: when receivers are incentivized to share a truthful video, shared videos are more likely to be false, more likely to be watched, and more likely to be believed. As a result, allowing for sharing significantly increases the probability of type I errors (believing a false video).

The combination of overconfidence and being bad at detecting lies, with an over-reliance on shared content, may explain why fake news is so prominent and influential. The results could add to the heated discussion regarding flagging false news on social media. There are different types of actors on social media, including bots and groups interested in spreading certain kinds of messages, who may be able to use sophisticated tools to intentionally spread false stories, and potentially predict which false stories are more likely to influence beliefs via sharing. Understanding if, as in our experiments, shared content on social media is more likely to increase the impact of fake news, and whether adding motivation to believe certain news stories (e.g., depending on one’s political views) could make the effects of sharing even stronger, is important for future research.
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