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Abstract

Our review highlights some of the key challenges in financial forecasting problems along with opportunities arising from the unique features of financial data. We analyze the difficulty of establishing predictability in an environment with a low signal-to-noise ratio, persistent predictors, and instability in predictive relations arising from competitive pressures and investors’ learning. We discuss approaches for forecasting the mean, variance, and probability distribution of asset returns. Finally, we cover how to evaluate financial forecasts while accounting for the possibility that numerous forecasting models may have been considered, leading to concerns of data mining.

1 Introduction

Finance is focused on intertemporal decision making under uncertainty and so forecasts of unknown future outcomes is integral to several areas of finance. Asset pricing requires forecasts of future cash flows, payoffs and discount rates. Risk management relies on forecasts of variances and covariances of returns on portfolios that frequently comprise large numbers of assets. Countless studies in corporate finance analyze firms’ capital budgeting decisions which in turn depend on projected cash flows and firms’ forecasts of the costs and benefits of issuing debt and equity. A large literature in banking analyzes the possibility of “runs” which reflects investors’ forecasts of both a bank’s solvency and liquidity as well as their expectation of other agents’ (depositors’) decisions on whether to run or stay put.

While economic and financial forecasting share many methods and perspectives, some important features help differentiate the two areas. First, competitive pressures and market efficiency mean that the “signal-to-noise” ratio in many financial forecasting problems—particularly predictability of asset returns—is very low compared to standard forecasting problems in macroeconomics in which the presence of a sizeable persistent component makes forecasting easier. The presence of weak predictors with low predictive power and the resulting importance of parameter estimation error is, therefore, the norm rather than the exception in financial forecasting.
Second, and related to the first point, fierce competition among asset managers in the financial markets means that predictable patterns in asset returns can be expected to self destruct as a result of investors' attempts to exploit predictability and the resulting adjustment in prices. The possibility of readily trading on price forecasts makes the scope for feedback effects from forecasts to actual outcomes stronger in finance than in other areas of economics. Model instability is therefore particularly important to financial forecasting.

Third, overfitting and issues related to data mining have increasingly become a concern in financial forecasting due to the ease with which numerous forecasting models can be fitted to a given data set and the difficulty of generating new and genuinely independent data sets on which to test the forecasting performance. In particular, how should the performance of a forecasting model be evaluated when this model is selected as the best performer among a larger set of competing specifications? This situation generates a multiple hypothesis testing problem that, if not accounted for, can lead to findings of spurious predictability patterns and serious distortions in inference.

Fourth, while volatility forecasting also features prominently in forecasting of macroeconomic variables—indeed the original application of ARCH models was to UK inflation (Engle, 1982)—it is more central to finance. This is particularly true in the area of risk management which can entail forecasting the correlations between very large sets of variables and so gives rise to high-dimensional forecasting problems. Moreover, access to high-frequency data, sampled every few seconds during trading sessions for the most liquid assets, means that measures of “realized” variances can be constructed and used to forecast future risks. This type of data does not, as yet, have obvious counterparts in economics where measurements tend to be conducted at a lower frequency.

Fifth, the presence of derivatives markets such as options or credit default swaps means that risk-neutral densities can be constructed under no-arbitrage conditions and used to forecast the probability distribution of asset prices. Once converted into physical probability distributions, such density estimates can be combined with forecasts obtained from other sources. Using options data in this manner introduces a host of complexities, however, related to having limited cross-sectional data on liquid traded options.

Sixth, financial forecasting problems often involve well-defined loss functions leading to optimization problems such as maximizing the expected utility from trading for an investor with mean-variance or power utility. In turn, this involves forecasting the probability distribution of portfolio payoffs or particular moments of this distribution. Given such utility functions, it is now routine to evaluate forecasting performance using economic measures such as certainty equivalent returns or average realized utilities from investment strategies based on a sequence of forecasts.

A variety of methods have been—or have the potential for being—used to deal with these challenges in financial forecasting. For example, methods for dealing with weak predictors and parameter estimation error such as forecast combination and, more broadly, ensemble forecasting methods developed in machine learning are beginning to find more widespread use. Forecasting methods
that take advantage of constraints from economic theory, e.g., by using filtering methods to back out persistent components in expected returns and expected dividend growth or by imposing bounds on the conditional Sharpe ratio, have also shown promise. Our review discusses these and other strategies for improving financial forecasting performance.

Our review proceeds as follows. Section 2 introduces the basic return predictability problem. Section 3 discusses challenges encountered in financial forecasting problems, including weak predictors (low signal-to-noise ratios), persistent predictors, model instability, and data mining. Section 4 discusses strategies for dealing with these challenges. Section 5 covers volatility and density forecasting methods, while Section 6 discusses methods for evaluating financial forecasts, emphasizing the use of economic performance measures, and Section 7 concludes.

2 Basics of return predictability

Let \( r_{t+1} \) denote the excess return on a risky asset held from period \( t \) to period \( t + 1 \), net of a risk-free rate. Ignoring frictions due to transaction costs and restrictions on trading, under conditions of no arbitrage the following moment condition holds:

\[
E_t[m_{t+1}r_{t+1}] = 0,
\]  

(1)

where \( m_{t+1} \) is the positively-valued stochastic discount factor (pricing kernel), see, e.g., Cochrane (2009) and \( E_t[.] = E[.|\Omega_t] \) denotes conditional expectations given information at time \( t, \Omega_t \).

Equation (1) shows that the product of the pricing kernel and excess returns is a martingale difference sequence and so has mean zero conditional on the filtration generated by \( \Omega_t \). Solving for expected excess returns, we have

\[
E_t[r_{t+1}] = \frac{-\text{cov}_t(r_{t+1}, m_{t+1})}{E_t[m_{t+1}]},
\]  

(2)

where \( \text{cov}_t(r_{t+1}, m_{t+1}) = E_t[(r_{t+1} - E_t[r_{t+1}]) (m_{t+1} - E_t[m_{t+1}])] \) is the conditional covariance between \( r_{t+1} \) and \( m_{t+1} \). This equation shows that predictability of excess returns is not ruled out by the absence of arbitrage. However, to be consistent with no-arbitrage conditions, any return predictability should reflect time variation either in the conditional covariance between excess returns and the stochastic discount factor, \( \text{cov}_t(r_{t+1}, m_{t+1}) \) or variation in the conditional expectation of the pricing kernel, \( E_t[m_{t+1}] \).

A key challenge to interpretation of empirical evidence on return predictability is that the object which theory stipulates should be a martingale difference sequence, \( m_{t+1}r_{t+1} \), is itself unobserved and model dependent.\(^1\) Hence, interpretations of return predictability should always bear in mind the joint hypothesis

\(^1\)For example, in a consumption based asset pricing model, the pricing kernel will reflect investors’ intertemporal marginal rate of substitution between current and future consumption and, thus, depends on the assumed utility specification.
problem well-known from studies of market efficiency: predictability tests are really joint tests of market efficiency and a correct specification of investor preferences. For example, stock returns may be predictably higher during recessions than in expansions simply because investors’ marginal utility of consumption (and, hence, risk premia) are higher during states with low growth.

By far the most commonly used prediction model in empirical studies is a simple linear specification for the equity premium:

$$r_{t+1} = \mu + \beta x_t + u_{t+1},$$

(3)

where \( x_t \in \Omega_t \) is a set of predictor variables known at time \( t \). While the linear forecasting model in (3) may appear to be at odds with the more general first-order equation in (1), in fact it can be derived under quite general conditions.\(^2\)

Further insights into the importance of forecasting for asset pricing can be gleaned from the log-linearized present value model of Campbell and Shiller (1988) which gives rise to the following approximate relation between the current log-price, \( p_t \), and forecasts of future log-dividends, \( d_{t+1+j} \), and continuously compounded returns, \( r_{t+1+j} \):

$$p_t = \frac{k}{1-\rho} + E_t \left[ \sum_{j=0}^{\infty} \rho^j [(1-\rho)d_{t+1+j} - r_{t+1+j}] \right],$$

(4)

where \( k \) and \( \rho \) are constants arising from the log-linearization.

Computing the price of a perpetual asset such as a stock therefore requires forecasting an infinite stream of cash flows (log-dividends, \( d_{t+1+j} \)) and discount rates (\( r_{t+1+j} \)). This complex task requires not only forecasting all future values of these variables themselves, but also forecasting the future values of any other variables used to predict cash flows and discount rates.\(^3\)

Letting \( \Delta d_{t+i} \) denote the log-dividend growth rate, it follows that surprises to returns are driven either by changes in expected future dividends or changes in expected future returns:

$$r_{t+1} - E_t[r_{t+1}] = E_{t+1} \sum_{j=0}^{\infty} \rho^j \Delta d_{t+1+j} - E_t \sum_{j=0}^{\infty} \rho^j \Delta d_{t+1+j}$$

$$- \left( E_{t+1} \sum_{j=1}^{\infty} \rho^j r_{t+1+j} - E_t \sum_{j=1}^{\infty} \rho^j r_{t+1+j} \right).$$

(5)

Noting that \( E_{t+1}[^*] \) and \( E_t[^*] \) represent forecasts computed conditional on information at time \( t+1 \) and time \( t \), respectively, deviations in realized returns from their previously expected values must be driven by changes in dividend or

\(^2\)Assuming an affine pricing kernel and cash flows that are formed as a linear combination of a finite-dimensional, stationary vector autoregression, Farmer, Smidt, and Timmermann (2017) show that (3) can be derived from a log-linearized asset pricing model.

\(^3\)This task is typically accomplished using vector autoregressions (VARs).
return expectations. Importantly, all future values of these variables matter so changes in forecasts of payoffs or discount rates at any future horizon should lead to corresponding changes in returns.

3 Challenges to financial forecasting models

Researchers attempting to identify predictability in asset returns face several challenges which we describe in this section before discussing strategies for addressing such challenges in the next section.

3.1 Challenge I: Weak predictors

A very low signal-to-noise ratio in predictive return regressions is to be expected from market competition among asset managers and other investors who use vast resources to vie for higher returns.

One way to model the “weak predictor” feature of financial return regressions is to assume that the coefficient of the time-varying predictor in equation (3) is local-to-zero, i.e.,

\[ \beta \propto \frac{b}{\sqrt{T}}, \]

for some constant, \( b \), and a sample size, \( T \). This approximation suggests that prediction models have limited power even in cases with a large sample size, \( T \). Situations with weak predictors imply that parameter estimation error is roughly of the same order of magnitude as the signal embedded in the predictor, implying that conventional tests of predictive performance such as that proposed by Diebold and Mariano (1995) will have little power to detect return predictability.

Bayesian methods have been used to counter the important effect of parameter estimation error on return forecasts. By shrinking the coefficient estimates towards a prior (usually centered on zero for the slope coefficients on time-varying predictor variables), these methods dampen the effect of estimation error on the forecasts. Even though such forecasts may result in biased forecasts, they can exploit the bias-variance trade-off in such a way as to improve on the forecasting models’ mean squared error performance.

From a variable selection perspective, weak predictors create a grey area where inclusion of individual predictors in return regressions is surrounded by considerable uncertainty that is unlikely to be conclusively resolved by conventional model selection methods.

The difficulty associated with establishing return predictability is countered by the fact that even small amounts of return predictability has the potential of translating into significant economic gains. Back of the envelope calculations by Campbell and Thomson (2008) suggest that an (out-of-sample) \( R^2 \) value as low as 0.005 (one-half of one percent) in a monthly return regression could generate a 40% increase in the average portfolio excess return of a mean-variance investor.
with a modest degree of risk aversion.\footnote{This calculation ignores trading costs and slippage in prices as a result of market impact from trading.} See also Zhou (2010) for a discussion of this point.

### 3.2 Challenge II: Persistent predictors

Many of the predictors used to forecast stock returns—notably valuation ratios such as the dividend yield but also short term interest rates or interest rate spreads—are highly persistent. As pointed out by Stambaugh (1999), this can lead to biases in inference on the slope coefficient $\beta$ in (3) provided that the innovation in the predictor is strongly correlated with unexpected shocks to returns.

Suppose the persistence in the predictor is captured by modeling this as a first-order autoregression

$$ x_t = \mu_x + \rho x_{t-1} + v_t, \quad |\rho| < 1, \quad v_t \sim (0, \sigma_v^2). \quad (7) $$

Assuming Gaussian innovations, Marriott and Pope (1954) and Kendall (1954) show that there is a finite-sample bias in the estimated coefficient $\hat{\beta}$:

$$ E[\hat{\beta} - \beta] \approx \frac{- (1 + 3 \rho)}{T}. $$

Finally, suppose that $E(u_t|x_s,x_w) \neq 0$, $s < t \leq w$ so that the $u_t$ residuals from the linear return regression (3) are correlated with past or future values of the predictor, $x$, i.e., $\sigma_{uv} = E[u_t v_t] \neq 0$. This condition obviously holds for predictors such as the dividend-price ratio that have prices in the denominator.

Under these conditions, Stambaugh (1999, Proposition 4 and Corollary) shows that finite-sample biases in $\hat{\rho}$ translate into a finite-sample bias in $\hat{\beta}$:

$$ E[\hat{\beta} - \beta] = \frac{\sigma_{uv}}{\sigma_v^2} E[\hat{\rho} - \rho] = \frac{-\sigma_{uv} (1 + 3 \rho)}{\sigma_v^2 T} + O(T^{-2}). \quad (8) $$

Hence, if $u_t$ and $v_t$ are uncorrelated, there will not be a problem with a finite-sample bias in $\hat{\beta}$. Conversely, if $\sigma_{uv} \neq 0$, the bias can be substantial. For example, Stambaugh (1999) estimates a bias around 0.40 in a regression of returns on the dividend yield from 1977-1996 ($T = 240$).\footnote{Stambaugh demonstrates that Bayesian inference can yield sharper results, although such inference will depend on the priors, assumptions about the initial observation (fixed or stochastic), and stationarity assumptions for the predictor.}

### 3.3 Challenge III: Model instability

The same set of return predictor variables typically does not work for extended periods of time; which variables get selected changes over time. No single prediction model is therefore clearly superior to other models. This complicates
the selection of a forecasting model and produces an expected loss function that is a probability weighted average across all models.

There is a particular reason why we would expect instability to affect financial forecasts. Asset returns depend on asset prices which themselves reflect investors’ expectations of future payoffs. A release of new public information that leads to a change in price forecasts can be expected to lead to simultaneous shifts in prices and, if shared by the broad market, will be incorporated into the market price with little delay.\(^6\) If the information does not lead to any shift in risk premia, it cannot be expected to lead to improved forecasts of changes in prices or, more precisely, excess returns. Contrast this with new information about the state of the economy, e.g. the release of a jobs report which can be expected to lead to more accurate forecasts of future economic growth as it reveals more accurate information about the underlying state of the economy.

Consistent with the tendency for financial return models to “self-destruct”, empirically the linear return prediction model in (3) has been found to be unstable in many empirical studies. Paye and Timmermann (2006) and Rapach and Wohar (2006) test for parameter stability and find that the null of stability is rejected for the most commonly used predictor variables using returns data from the US and a range of international stock markets.\(^7\) Pastor and Stambaugh (2001) use a Bayesian approach to find breaks in the relation between expected returns and return volatility.\(^8\)

Farmer, Schmidt, and Timmermann (2017) present evidence from nonparametric regressions which suggests that return predictability is concentrated in a small number of “pockets” with no significant predictability in the majority of the sample. As some of these pockets are short-lived, lasting a few weeks, this poses a particular challenge for real-time detection of predictability and attempts at exploiting such “pockets” to generate improved statistical and financial performance.

Conventional time-series regressions generally have a limited ability (weak power) to detect breaks in the regression parameters in “real time” without lengthy delays as only few post-break observations are available. This problem is exacerbated in cases with weak predictors whose effect gets veiled by parameter estimation error: Detecting a shift in the parameter of a variable that only possesses weak predictive power—and whose inclusion in the forecasting model

\(^6\) McClean and Pontiff (2016) find evidence that a range of stock market anomalies, i.e., signs of mispricing, tend to vanish after they are published in academic journals. They document a 32% average reduction in anomalies due to publication-informed trading. Moreover, the post-publication reduction in the magnitude of such anomalies appears to be greater in cases with larger in-sample returns and for stocks that have less idiosyncratic risk and are more liquid. These anomalies are easier to detect and easier to implement trading strategies to exploit, and so we would expect them to disappear more rapidly once their existence becomes more broadly known.

\(^7\) Some of this instability may be related to state-dependent forecasting performance. Rapach, Strauss, and Zhou (2010) and Dangl and Halling (2012) find evidence that return predictability is strong around economic recessions but much weaker during expansions.

\(^8\) See Rossi (2013a) for an extensive review of evidence on model instability. Rossi (2013b) reviews the track record of exchange rate forecasting models and discusses how these are affected by model instability.
is questionable—it is more difficult than if the variable had a large and highly significant effect. To put it bluntly, accurate detection of shifts to the parameter of a variable that generates an $R^2$ of less than one percent is always going to be difficult.

While it is a difficult task to detect breaks to financial forecasting models, converting such evidence into more accurate forecasts is even more challenging. This holds regardless of whether a break is detected through some econometric test or is based on subjective beliefs. For example, suppose it is believed that the election of Donald Trump as US president lead to a change in the forecasting models, e.g., for corporate cash flows as a result of changes in expectations of economic growth or prospects for tax reductions. In the immediate aftermath of Trump’s election in November 2016, investors would have had very few data points from the new “regime” and so would not have been able to accurately estimate the parameters of the model. If not properly managed, this could result in erratic forecasts dominated by estimation error in the early stages after a break.

3.4 Challenge IV: Data mining and overfitting

Data mining is a concern that affects many forecasting problems. In its simplest form it is closely linked to overfitting. To illustrate the problem, consider two linear forecasting models, the first of which ($M_1$) uses a set of predictors, $x_{1t}$, while the second model ($M_2$) uses $x_{1t}$ in addition to a set of predictors, $x_{2t}$,

$$M_1: y_{t+1} = \beta'_1 x_{1t} + \varepsilon_{t+1}$$
$$M_2: y_{t+1} = \beta'_{21} x_{1t} + \beta'_{22} x_{2t} + \varepsilon_{t+1}.$$  \hfill (9)

Suppose that the coefficient estimates for these models are obtained by OLS so that

\[
\hat{\beta}_1 = \arg \min_{\beta_1} T^{-1} \sum_{t=0}^{T-1} (y_{t+1} - \beta'_1 x_{1t})^2,
\]

\[
\hat{\beta}_2 = \arg \min_{\beta_2} T^{-1} \sum_{t=0}^{T-1} (y_{t+1} - \beta'_2 x_t)^2,
\]  \hfill (10)

where $\beta_2 = (\beta'_{21} \beta'_{22})'$ and $x_t = (x'_{1t} x'_{2t})'$. This results in two forecasts $y_{1t+1|t} = \hat{\beta}'_1 x_{1t}$ and $y_{2t+1|t} = \hat{\beta}'_2 x_t$.

Suppose that forecasting performance is measured using the same sample, $\{y_{t+1}\}_{t=0}^{T-1}$ that is used to estimate the parameters in (10). Because $M_2$ nests $M_1$, $M_2$ will always provide a (weakly) better in-sample fit:

$$T^{-1} \sum_{t=0}^{T-1} (y_{t+1} - \hat{\beta}'_2 x_{1t} - \hat{\beta}'_{22} x_{2t})^2 \leq T^{-1} \sum_{t=0}^{T-1} (y_{t+1} - \hat{\beta}'_1 x_{1t})^2,$$  \hfill (11)

where equality in (11) only holds if the second set of predictors, $x_{2t}$, are orthogonal to the forecast errors from the first model, $(y_{t+1} - \hat{\beta}'_1 x_{1t})$. This means
that the biggest model \( (M_2) \) (almost) always comes out on top with the lowest in-sample MSE. This conclusion holds even if the bigger model can be expected to perform worse in population than the small model \((M_1)\), perhaps due to its inclusion of redundant predictors. In other words, (11) can hold simultaneously with

\[
E \left[ (y_{t+1} - \beta_{21}' x_{1t} - \beta_{22}' x_{2t})^2 \right] > E \left[ (y_{t+1} - \beta_1' x_{1t} )^2 \right],
\]

where \( E[\cdot] \) denotes population expectation. This overfitting effect makes data mining tempting, but also means that great care must be exercised when evaluating any improvements in forecasting performance resulting from the inclusion of additional predictor variables.

Ferson, Sarkissian, and Simin (2003) find that the effect of data mining for predictor variables can be exacerbated in a setup with persistent predictors which introduces a spurious regression bias. Spurious regression biases can arise if the return generating process contains a highly persistent expected return component which is correlated in finite samples with similarly persistent predictor variables. Data mining gets reinforced by this effect as the predictors that appear to be the best ones, and thus produce the highest \( R^2 \) values, may simply be maximizing the spurious regression bias.

Data mining concerns do not only arise in the context of time-series prediction models. Harvey, Liu and Zhu (2016) undertake a thorough study of the academic literature on factors that have been proposed to explain cross-sectional variation in expected returns. They propose an approach for dealing with the multiple hypothesis testing issues that arise when a large number of factors need to be considered and suggest that new factors need to generate t-statistics above 3.0 in order to be statistically significant after accounting for the multiple hypothesis testing problem.

4 Strategies for addressing the challenges

This section describes a variety of strategies that have been used to address the challenges outlined in the previous section. We start with forecast combinations, turn to filtering (unobserved components) methods and approaches for capturing model change, before covering Bayesian methods, machine learning techniques and theory-induced constraints on the forecasting models.

4.1 Forecast combination

Forecast combination methods have been used extensively in economic forecasting, but are less widespread in financial forecasting. This is somewhat surprising given that a large literature has established substantial benefits from combining forecasts in a wide set of areas.\(^9\)

Why combine financial forecasts? One answer is that forecasters often employ many models with similar predictive performance making it difficult to

identify a single, superior model. Another reason lies in state-dependent forecasting performance: certain models may work well under some market conditions but not in other and it can be difficult to tell, ex ante, which conditions will prevail in the future. Alternatively, the forecasting environment may simply be unstable, rendering individual forecasting models’ past track records unreliable for their future performance. A third reason is simply that of "diversification": all models are misspecified and combining forecasts, e.g., by using an equally-weighted average of forecasts, has the effect of diversifying across model uncertainty.¹⁰

To see how forecast combination works, consider a vector of \( n \) individual forecasts of some variable, \( f_{t+1|t} = (f_{1t+1|t}, f_{2t+1|t}, \ldots, f_{nt+1|t})' \), where \( f_{jt+1|t} \) is the one-step-ahead forecast of \( y_{t+1} \) given information at time \( t \), \( \Omega_t \), generated by the \( j \)th model. The simple equal-weighted forecast combination takes the form

\[
f_{t+1|t}^c = \frac{1}{n} \sum_{j=1}^{n} f_{jt+1|t}.
\] (13)

This "1/n" strategy has proven highly successful in empirical applications, including to form portfolios (DeMiguel et al. (2007)). There are no weights to estimate from the data in this combination scheme and the weight on each forecast does not depend on the individual forecasts’ past performance.

A more general approach to forecast combination that accounts for the individual models’ past forecasting performance estimates the combination weights from a linear regression of the outcome, \( y_{t+1} \), on the predictors

\[
y_{t+1} = \beta_0 + \sum_{j=1}^{n} \beta_j f_{jt+1|t} + \varepsilon_{t+1}.
\] (14)

An intercept term (\( \beta_0 \)) is often included so as to ensure that the combined forecast is (unconditionally) unbiased. If each of the individual forecasts is believed to be unbiased, alternatively one can impose the constraints \( \beta_0 = 0 \) and \( \sum_{j=1}^{n} \beta_j = 1 \) in (14) so as to preserve unbiasedness of the combined forecast.

Rapach, Strauss, and Zhou (2010) is a notable exception to the relative shortage of papers in financial forecasting that use forecast combination methods. They fit univariate forecasting models to returns on the US stock market, using a set of predictors from Welch and Goyal (2008), and form an equal-weighted average of these forecasts. Suppose the univariate return prediction models take the form

\[
r_{t+1} = \gamma_{0j} + \gamma_{1j} x_{jt} + \varepsilon_{jt+1}, \quad j = 1, \ldots, n
\] (15)

¹⁰ As a case in point, the accuracy of individual forecasts of asset returns is often reduced by the effects of estimation error. One reason forecast combination succeeds in producing better return forecasts is by diversifying the effect of estimation errors when these are not too strongly correlated across forecasting models.
Estimates of each of these regressions can be used to generate a return forecast 
\[ r_{jt+1|t} = \gamma_{0j} + \gamma_{ji} x_{it}, \]
which in turn can be used to form an equal-weighted forecast 
\[ \hat{r}_{EW,t+1|t} = \frac{1}{n} \sum_{j=1}^{n} \hat{r}_{jt+1|t}. \] (16)

Empirically, Rapach et al. (2010) find that an equal-weighted combination of quarterly forecasts from 15 univariate models of the form in (15) produces significantly more accurate forecasts than those from a model that assumes a constant equity risk premium and so imposes \( \gamma_{1i} = 0 \) in (15).\textsuperscript{11}

Elliott, Gargano, and Timmermann (2013) generalize the approach in Rapach et al. (2010) to complete subset regressions that use equal-weighted averages of all forecasting models that include a fixed number (\( k \)) of predictor variables. The univariate case with a single predictor proposed by Rapach et al. (2010) is a special case (\( k = 1 \)).\textsuperscript{12} Empirically, using a similar data set as that in Rapach et al. (2010), Elliott et al. (2013) find that equal-weighted combinations of forecasts from return prediction models that include a small set of predictors—typically around two or three—perform notably better than forecasts from individual forecasting models and also are better than univariate forecasts like those considered by Rapach et al. (2010).

An alternative to averaging forecasts from a set of parsimonious models is to reduce the dimensionality of the set of predictors by assuming a latent factor structure which allows for the extraction of a small set of common factors (diffusion indexes) that drive variation in the predictor variables. Ludvigson and Ng (2007), Kelly and Pruitt (2013), and Neely, Rapach, Tu, and Zhou (2014) are examples of studies that use common components to predict returns.

### 4.2 Filtering and unobserved components models

Investors’ conditional expectations of future cash flows and discount rates are unobserved so cannot directly be used to compute prices in (4) or track return movements in equation (5). Assuming that prices embody investors’ forward-looking expectations, we can treat these expectations as latent variables, estimates of which can be computed using filtering methods under the assumption that the log-linearized present value model holds.

To see how this might work, let \( \mu_t = E_t[r_{t+1}] \) be the expected return while the expected dividend growth is denoted \( g_t = E_t[\Delta d_{t+1}] \). Following van Binsbergen and Kojien (2010), suppose that these follow AR(1) processes:

\[
\begin{align*}
\mu_{t+1} &= \delta_0 + \delta_1 (\mu_t - \delta_0) + \varepsilon_{\mu,t+1}, \\
g_{t+1} &= \gamma_0 + \gamma_1 (g_t - \gamma_0) + \varepsilon_{g,t+1}.
\end{align*}
\] (17) (18)

\textsuperscript{11}It appears to be less important whether the mean, median, or a trimmed mean of the forecasts is used to compute the forecast combination.

\textsuperscript{12}From a theoretical perspective, Elliott et al. (2015) show that the complete subset regression combination achieves variance reduction relative to a “kitchen sink” approach that includes the full list of predictor variables.
In turn, the realized dividend growth is expressed as its expected value, $g_t$, plus an unexpected shock, $\varepsilon_{t+1}^d$:

$$\Delta d_{t+1} = g_t + \varepsilon_{t+1}^d. \quad (19)$$

Using the log-linearized present value model, van Binsbergen and Koijen (2010) show that the log price-dividend ratio takes the form

$$pd_t = A - B_1(\mu_t - \delta_0) + B_2(g_t - \gamma_0), \quad (20)$$

where $A, B_1$, and $B_2$ are functions of the underlying parameters. van Binsbergen and Koijen show that this setup yields a state space system with the two state equations, (17) and (18), and two measurement equations, (19) and (20), the latter without an error term.

Using this representation, estimates of expected returns and dividend growth rates can be computed using a Kalman filter. Empirically, van Binsbergen and Koijen (2010) find that such filtered estimates have significant predictive power over future returns and dividend growth. Interestingly, both dividend growth and expected returns contain persistent components with stronger persistence estimated for the latter.

Pastor and Stambaugh (2009) develop an approach that also treats expected returns as a latent process. Their predictive system approach is composed of the following state space system for the observable returns, $r_{t+1}$, the observable predictor, $x_{t+1}$, and the unobserved expected return, $\mu_{t+1}$:\footnote{For simplicity, we assume a univariate predictor, $x_t$, but Pastor and Stambaugh (2009) allow for multiple predictors.}

$$\begin{align*}
  r_{t+1} &= \mu_t + u_{t+1} \\
  x_{t+1} &= (1 - \alpha)E_x + \alpha x_t + v_{t+1} \\
  \mu_{t+1} &= (1 - \beta)E_r + \beta \mu_t + w_{t+1},
\end{align*} \quad (21)$$

where $(u_{t+1}, v_{t+1}, w_{t+1}) \sim N(0, \Sigma)$. Assuming this joint dynamics, the linear regression in equation (3) is misspecified if the predictor variable is imperfectly correlated with expected returns, i.e., unless $\text{corr}(v_{t+1}, w_{t+1}) = \pm 1$, and $\alpha = \beta$. Conversely, with imperfect predictors the full history of both the predictors and returns will generally matter to the conditional expectation of returns and can be computed from a weighted sum of past innovations to these variables. Pastor and Stambaugh (2009) develop tests for serial correlation in predictive return regressions which can be used to detect the presence of imperfect predictors. Moreover, they show that the sign of the correlation between residuals of the expected and unexpected return equations can be used as a diagnostic for an imperfect predictor.

4.3 Tracking model change

Different strategies for dealing with model instability in the area of financial forecasting have been considered. A simple, yet general representation of model-
parameter instability is to modify (3) to allow for a time-varying slope coefficient:

\[ r_{t+1} = \mu + \beta_t x_t + u_{t+1}. \]  

(22)

Several approaches fall under this umbrella. For example, we could specify the regression parameters as a (linear) function of observables, \( z_t \), e.g., \( \beta_t = \beta_0 + \beta_1 z_t \), in which case (22) becomes

\[ r_{t+1} = \mu + \beta_0 x_t + \beta_1 z_t x_t + u_{t+1}, \]  

(23)

see, e.g., Christopherson, Ferson and Glassman (1998) and Ferson and Schadt (1996) for applications to evaluation of fund performance.

Alternatively, one can assume that the parameters of the linear regression model (3) are latent variables that follow a process

\[ \beta_t = \beta_{t-1} + \omega_t, \]  

(24)

where \( \omega_t \sim N(0, Q_t) \). This time-varying parameter model nests (3) as a special case if \( Q_t = 0 \) for all \( t \).\(^{14}\) Johannes, Korteweg, and Poisson (2014) propose a more complex version of the time-varying parameter model that allows for mean reverting stochastic volatility and mean-reverting coefficients:

\[ \begin{align*}
    r_{t+1} & = \mu + \beta_0 x_t + \beta_{t+1} x_t + \sqrt{V_{t+1}} u_{t+1}, \\
    \beta_{t+1} & = \rho \beta_t + \sigma \varepsilon_{t+1}, \quad \varepsilon_{t+1} \sim iidN(0,1) \\
    \log(V_{t+1}) & = \alpha_r + \beta_r \log(V_t) + \sigma_r \eta_{t+1},
\end{align*} \]  

(25)

Henkel, Martin, and Nardari (2011) consider Markov switching vector autoregressive (MSVAR) models to predict stock market returns. Let \( y_{t+1} = (r_{t+1}, x_{t+1}^\prime) \), so that \( r_{t+1} \) is the first element of the \( y_{t+1} \) vector. Then the MSVAR(1) model can be written as

\[ y_{t+1} = \mu_{s_{t+1}} + A_{s_{t+1}} y_t + u_{t+1}, \]  

(26)

where \( u_{t+1} \sim N(0, \Sigma_{s_{t+1}}) \), \( \mu_{s_{t+1}} \) is now a column vector, \( A_{s_{t+1}} \) is a state-dependent VAR matrix, \( s_{t+1} \in \{1, 2\} \), and \( P(s_{t+1} = j | s_t = i) = p_{ij} \). Hence, there is a constant probability of staying in one of the two states and both the mean and variance shift across the states. Note that the two states repeat in this model. This assumption is relaxed by Pettenuzzo and Timmermann (2011) who use the Chib (1998) change-point process to predict stock returns. In particular, they allow for \( K \) states so that \( s_t \in \{1, \ldots, K\} \) in the sample \( t = 1, \ldots, T \) and assume that the same state never repeats so that the state transition probability takes the form

\[ P = \begin{pmatrix}
    p_{11} & p_{12} & 0 & \cdots & 0 \\
    0 & p_{22} & p_{23} & \cdots & 0 \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \cdots & \cdots & p_{KK}
\end{pmatrix}. \]  

(27)

\(^{14}\) See Dangl and Halling (2012) for an application of this type of model to stock market return predictability.
This model characterizes shifts between the $K$ states during the historical sample. To predict future returns out-of-sample, Pettenuzzo and Timmermann (2011) assume that the new parameters after a break are drawn from a “meta distribution” which means that they can forecast returns out-of-sample in a way that accounts for the possible effect of future breaks. This requires making assumptions about the underlying stochastic process that determines both the frequency and magnitude of future breaks.

Empirically, many of these studies find that it is important to account for time variation in the parameters of return prediction models. Dangl and Halling (2012) find that the random walk coefficients model (24) quickly adapts to changes in the underlying return generating process. Johannes et al. (2014) also find that it is important to generalize the standard model to allow for time-varying coefficients and volatility clustering. Moreover, using the more general models to forecast returns appears to lead to improvements in portfolio performance. Henkel et al. (2011) find that return predictability in the stock market is closely linked to economic recession periods and that some predictors only have predictive power during recessions. Pettenuzzo and Timmermann find that accounting for the effects of past breaks and the possibility of future breaks in return prediction models can lead to significant economic gains when the resulting forecasts are used for asset allocation decisions.

A very different approach for handling model instability is to attempt to estimate the size and magnitude of recent breaks affecting the forecasting model and use this information to compute improved forecasts. To dampen the effect of estimation error on forecast computed on short data samples in the aftermath of a break, Pesaran and Timmermann (2007) propose using both pre- and post-break data, perhaps downweighting pre-break data to reduce biases in the resulting parameter estimates.

Alternatively, Bayesian methods that pull parameter estimates towards an economically reasonable prior can be used. This approach is akin to shrinking the post-break parameter estimates towards the prior and letting the degree of shrinkage taper off as more data points are accumulated in a new post-break regime.

There are clear limitations from time-series approaches which tend to have weak power to detect structural breaks. Moreover, some predictability may reflect low-frequency movements (e.g., business cycle variation) that affect the vast majority of firms, stocks, and countries and whose predictability can be difficult to ascertain given the paucity of observations at longer horizons.

Panel forecasting methods that exploit cross-sectional information to increase the power of the tests for instability can alternatively be used. Such methods can be expected to work better if the timing of breaks across cross-sectional units is not too heterogeneous, i.e., if breaks are common. Pooling cross-sectional and time-series information in this manner appears to be a promising venue for handling model instability in financial forecasting models.\textsuperscript{15}

\textsuperscript{15}See Smith and Timmermann (2017) for a recent application of this idea to a panel of stock
4.4 Bayesian Methods

Bayesian methods provide a coherent framework for handling parameter estimation error, model uncertainty and model instability. This can perhaps best be illustrated in the context of the simple linear regression model

\[ r_{t+1} = \beta' x_t + u_{t+1}, \quad u_{t+1} \sim N(0, \sigma_u^2), \quad t = 1, \ldots, T - 1, \tag{28} \]

where \( x_t \) is a vector of predictors. Denoting the conditioning data set by \( Z_t = \{ x_t, y_t \} \), \( t = 1, \ldots, T \), we can integrate out uncertainty about the underlying parameters \( \mu, \beta, \sigma_u^2 \) to obtain the posterior predictive density:

\[ p(r_{t+1} | Z_t) = \int p(r_{t+1} | \mu, \beta, \sigma_u^{-2}, Z_t) p(\mu, \beta, \sigma_u^{-2} | Z_t) d\mu d\beta d\sigma_u^{-2}. \tag{29} \]

Parameter uncertainty can be handled in a two-step procedure. In the first step, values of the parameters \( \mu, \beta, \sigma_u^{-2} \) are drawn from \( p(\mu, \beta, \sigma_u^{-2} | Z_t) \) using a Gibbs sampler. Under a set of standard normal-gamma priors, draws from the joint posterior distribution iterate forth and back between the distributions for the mean parameters \( (\mu, \beta) \) and the precision parameter \( (\sigma_u^{-2}) \). Given these parameter values, in the second step, draws from the outcome distribution are simple to implement because, conditional on the first-step parameter values,

\[ r_{t+1} | \mu, \beta, \sigma_u^{-2}, Z_t \sim N(\mu + \beta' x_t, \sigma_u^{-2}). \tag{30} \]

Model uncertainty can also readily be handled in the Bayesian framework. Suppose there are \( n \) models of the form in (28), i.e.,

\[ r_{t+1} = \mu_j + \beta_j' x_{jt} + u_{jt+1}, \quad u_{jt+1} \sim N(0, \sigma^2_{j u}), \quad t = 1, \ldots, T - 1, \tag{31} \]

where again \( x_{jt} \) is a vector of predictors and \( x_{jt} \neq x_{jt} \) for \( i \neq j \). Then we can generate a draw from the predictive density by weighting each of the \( n \) models by their posterior probabilities given the data, \( p(M_j | Z_t) \):

\[ p(r_{t+1} | Z_t) = \sum_{j=1}^{n} p(r_{t+1} | M_j, Z_t) \times p(M_j | Z_t). \tag{32} \]

Here \( p(r_{t+1} | M_j, Z_t) \) is the posterior predictive density of model \( j \) which can be computed using similar steps as in equations (29) and (30), whereas \( p(M_j | Z_t) \) can be computed using steps described in the section on Bayesian Model Averaging.

As a simple application, suppose we are considering models with different number of breaks or regimes. For example, \( p(r_{t+1} | M_j, Z_t) \) could correspond to a model with \( j \) breaks. Then we can use equation (32) to integrate out uncertainty about the number of breaks, weighting the posterior predictive density of model \( M_j \) by its posterior probability.

market portfolios.
4.5 Machine learning methods

New methods for conducting predictive analytics, often in the context of data sets that have large cross-sectional or time-series dimensions, or both, have been developed in recent years—see Hastie, Tibshirani, and Friedman (2009) for an excellent introduction. These methods offer ways to flexibly estimate predictive models without imposing strong assumptions on their functional form and accounting for situations with large sets of predictors.

Key to the successful use of these methods appears to be control of their tendency to overfit due to their flexibility. The low signal-to-noise ratio encountered in many financial forecasting problems raises the risk that flexible fitting methods will simply fit noise in a given sample and be strongly affected by estimation error, more so than simpler linear models.

As an example of one of the recent "machine learning" methods, consider regression trees which provide piecewise (constant) approximations to an unknown functional form by splitting the state space into a set of $J$ disjoint regions $S_1, S_2, \ldots, S_J$. Within each region, the function takes a constant value, $\mu_j$, so that

$$
\Upsilon(x_t, \Theta_J) = \sum_{j=1}^{J} \mu_j I(x_t \in S_j),
$$

where $x_t$ is a vector of predictor variables at time $t$ and $\Theta_J = \{S_j, \mu_j\}$, $j = 1, \ldots, J$ is the set of parameters used to carve out the state space and the values of the constants, $\mu_j$. $I(x_t \in S_j)$ is an indicator variable that equals one if $x_t \in S_j$, and otherwise equals zero. Finding the optimal way to discretize the sample space into the $J$ regions is the tricky part, particularly if the dimension of the vector of predictor variables, $x_t$, is high. In contrast, once the boundaries for the state space have been determined, the values of $\mu_j$ are easy to estimate under conventional loss functions such as mean squared error (MSE) or mean absolute error (MAE).

Individual regression trees can be "boosted" by fitting successive trees to the residuals that remain after previous rounds of tree fitting. Specifically, boosted regression trees proceed iteratively by partitioning the data into sub regions given the preceding splits of the data. Trees are added with the objective of obtaining a better fit in regions that were poorly fitted by the initial trees. With $B$ such boosting steps, a boosted regression tree can be obtained

$$
f_B(x_t) = f_{B-1}(x_t) + \Upsilon(x_t, \Theta_{J,B}) = \sum_{b=1}^{B} \Upsilon(x_t, \Theta_{J,b}),
$$

where $\Upsilon(x_t, \Theta_{J,b})$ is the regression tree fitted in the $b$th iteration. Parameter estimates of these trees can be obtained as the solution to an optimization problem of the form

$$
\hat{\Theta}_{J,b} = \arg\min_{\Theta_{J,b}} (y_{t+1} - (f_{b-1}(x_t) + \Upsilon(x_t, \Theta_{J,b}))^2,
$$

assuming squared error loss.
Ensemble learning methods can be employed to address some of these concerns. To reduce the risk of overfitting, shrinkage can be used so that each tree only contributes a small amount to the overall fit. For example, using a value of $\lambda = 0.001$, (34) can be replaced by

$$f_B(x_t) = f_{B-1}(x_t) + \lambda Y(x_t, \Theta_{I,B}).$$

Replacing the conventional squared-error loss function in (35) with a mean absolute error loss function $T^{-1} \sum_{t=0}^{T-1} |r_{t+1} - f_B(x_t)|$ can also help to provide more robust results as the tendency to fit outliers is reduced by this loss function. Finally, subsampling methods have been shown to improve forecasting performance.

One advantage of methods such as boosted regression trees over conventional nonparametric methods is that they are less subject to the "curse of dimensionality" and, in fact, can be used to handle cases with large-dimensional predictors. Of course, this ability comes at a cost. First, there is no guarantee that the method will identify a global optimum in a high-dimensional parameter optimization problem. Second, this flexibility means that the risk of overfitting can be quite large.

While machine learning methods will undoubtedly be used extensively to "mine" financial data sets in the hope of finding empirical regularities that can be used in trading algorithms, it is important to be aware of their limitations. Several non-parametric and semi-parametric methods (e.g., sieve estimation) have been accessible to researchers for a long time and have not yet become part of applied financial researchers’ toolkit. Often financial data sets have a limited time-series span that can be dominated by rare events such as the global financial crisis of 2007-2008 in which relationships between predictors and the dependent variable may become unstable. While model instability will have adverse effects on any forecasting approach, flexible methods that require large samples to obtain accurate estimates of the conditional mean function can be expected to be particularly strongly affected by shifts in the underlying data generating process.

4.6 Exploiting information from economic theory to restrict forecasts

One way to address the adverse effects of estimation error and model uncertainty is to use economic theory or priors to restrict the functional form and/or the values of the parameters of the forecasting model. For example, Pastor and Stambaugh (2009) use informative priors to constrain the sign of the correlation between shocks to expected and unexpected returns in their predictive systems analysis. Similarly, no-arbitrage constraints have been used to impose restrictions on dynamic Gaussian affine term structure models for bond returns by Ang and Piazzesi (2003) and Sarno et al. (2016).

Pettenuzzo, Timmermann and Valkanov (2013), use economic constraints to modify the posterior distribution of the parameters of the linear return regression (3) in a way that allows the return prediction model to learn from the
data. They consider two types of constraints, namely a constraint that imposes non-negative equity premia and a constraint that bounds the conditional Sharpe ratio and incorporates time-varying volatility in the predictive regression.

Note that the linear regression model in (3) does not rule out negative equity premium forecasts if unconstrained parameter estimates $\hat{\mu}, \hat{\beta}$ are used to generate forecasts, i.e., we could have

$$\hat{r}_{t+1|t} = \hat{\mu} + \hat{\beta} x_t < 0, \quad \tau = 1, ..., t - 1. \quad (37)$$

Such negative forecasts of excess returns may not seem reasonable as we would expect risk-averse investors to command a positive risk premium for holding the stock market portfolio. To address this point, following Campbell and Thomson (2008) suppose that the equilibrium equity premium is expected to be non-negative, i.e.,

$$E[r_{t+1}|\Omega_t] = \mu + \beta x_t \geq 0 \quad \text{for } \tau = 1, ..., t. \quad (38)$$

Noting that the constraint in (38) must hold at all points in time, this yields $t$ constraints in a sample with $t$ observations.

Alternatively, we can impose bounds on the conditional Sharpe ratio, i.e., the ratio of the conditional mean over the conditional volatility. To account for time-varying volatility, the predictive regression in (3) can be modified as follows

$$r_{t+1} = \mu + \beta x_t + \exp(h_{t+1}) u_{t+1}, \quad u_{t+1} \sim N(0, 1), \quad (39)$$

where $h_{t+1}$ is the log return volatility at $\tau + 1$. The dynamics of $h_{t+1}$ could, for example, be specified as a random walk model, $h_{t+1} = h_t + \xi_{t+1}$, $\xi_{t+1} \sim N(0, \sigma^2_{h})$.

Bounds on the conditional Sharpe ratio, $SR_{t+1|\tau} = (\mu + \beta x_t) / \exp(h_t + 0.5 \sigma^2_{h})$, take the form

$$SR^l \leq SR_{t+1|\tau} \leq SR^u \quad \text{for } \tau = 1, ..., t. \quad (40)$$

The bounds in equation (40) indirectly restrict the parameters $\theta = (\mu, \beta, \sigma^2_{h})$ as well as the sequence of log return volatilities $h_t \equiv \{h_1, h_2, ..., h_t\}^{16}$.

Pettenuzzo et al. (2014) assume standard Gaussian priors on the regression parameters and use a Gibbs sampler to estimate the forecasting model in (39). Empirically, they find that imposing economic constraints succeeds in reducing uncertainty about model parameters and reduces the risk of selecting a poor forecasting model. When evaluated in an out-of-sample forecasting analysis, the constrained models improve on both statistical and economic measures of forecasting performance.

An alternative approach advocated by Ferreira and Santa-Clara (2011) is to disaggregate returns into cash-flow and price-related components which can then be predicted separately. Ferreira and Santa-Clara decompose the continuously

\footnotesize
\^{16}In practice, PTV impose bounds on the annualized Sharpe ratio of $SR^l = 0$, $SR^u = 1$.\normalsize
compounded returns, \( r_{t+1} \), into growth in the (log-) price earnings multiple, \( gm_{t+1} \), growth in log earnings, \( ge_{t+1} \), and the log dividend yield, \( dp_{t+1} \):

\[
r_{t+1} = gm_{t+1} + ge_{t+1} + dp_{t+1}.
\]

(41)

Using this "sum of parts" approach, Ferreira and Santa-Clara forecast the three return components assuming no change in the price-earnings multiple so \( E[gm_{t+1}] = 0 \) (simplest model), a 20-year moving average for growth in earnings, and a random walk for the dividend yield.\(^{17}\) Their empirical results suggest that forecasting the disaggregated return components in this manner works well out-of-sample. One reason this approach is found to work well is that it is akin to shrinkage towards current values (for the price-earnings multiple and the dividend yield) and a slowly moving estimate of earnings growth. These choices reduce the effect of estimation error on the forecasts, which is an important consideration.

4.7 Cross-validation (Out-of-sample) methods

Overfitting and data mining issues arise because of the correlation between the forecast error and the estimation error which causes the estimated MSE in (11) to be an underestimate of the (true) performance we would expect in a new sample. Cross-validation methods can be used to remove this correlation. Although these methods use the full data set, they avoid using the same data for model fitting (and selection) and for forecast evaluation.

One version of cross-validation that is particularly popular in finance (and in economics more broadly) is to split the sample \( t = 1, \ldots, T \) into an in-sample portion \( t = 1, \ldots, R \) \((R < T)\) used for model estimation and selection and an out-of-sample portion, \( t = R + 1, \ldots, T \), used for forecast evaluation.

To see how out-of-sample forecasting methods can help reduce concerns of overfitting, consider the simple linear regression model

\[
Y = X\beta + \varepsilon, \quad \varepsilon \sim N(0, I_T),
\]

(42)

where \( Y \) and \( \varepsilon \) are \( T \times 1 \) vectors of the dependent variable and regression residuals, respectively, and the predictors have been stacked into a \( T \times k \) matrix \( X \) that has been rotated and standardized so that \( X'X = I_k \). In this setting, Hansen and Timmermann (2015b) show that the in-sample (IS) residual sum of squares from the forecasting model is given by

\[
RSS_{IS} = \varepsilon'\varepsilon - \varepsilon'XX'\varepsilon.
\]

(43)

To capture the separation of the estimation and evaluation samples used by out-of-sample methods, suppose that \( \beta \) is estimated from an independent sample \( \tilde{Y} = X\beta + \tilde{\varepsilon} \), with \( \tilde{\varepsilon} \sim N(0, I_T) \) being independent of \( \varepsilon \). The resulting out-of-sample (OoS) residual sum of squares is then given by

\[
RSS_{OoS} = \varepsilon'\varepsilon + \tilde{\varepsilon}'XX'\tilde{\varepsilon} - 2\varepsilon'X\tilde{\varepsilon}.
\]

(44)

\(^{17}\)Ferreira and Santa-Clara (2011) also consider alternative forecasting models such as a linear regression that incorporates mean reversion in the price-earnings multiple.
When evaluating the in-sample and out-of-sample measures of forecasting performance in (43) and (44), note that the RSS computed using the true value of $\beta$ is $\varepsilon'\varepsilon$. Labeling this value $RSS_{true}$, from (43) the overfit from using the in-sample measure of forecasting performance is given by

$$RSS_{true} - RSS_{IS} = \varepsilon'XX'\varepsilon \sim \chi^2_k.$$  \hspace{1cm} (45)

see Hansen and Timmermann (2015b). This result makes intuitive sense: the more predictors are included in the forecasting model, the greater the potential for overfit, and the degree of overfit grows in direct proportion with the number of predictor variables, $k$. The key is to notice that the quadratic form $\varepsilon'XX'\varepsilon$ gets subtracted from the RSS so that estimation error wrongly contributes to overfitting.

In contrast, from equation (44) the overfit associated with the out-of-sample forecast evaluation scheme is (Hansen and Timmermann (2015b))

$$RSS_{true} - RSS_{OoS} = \sim \varepsilon'XX'\varepsilon + 2\varepsilon'XX'\hat{\varepsilon}.$$  \hspace{1cm} (46)

Recalling that $\varepsilon$ and $\hat{\varepsilon}$ are independent so the second term has zero mean, we see that the expectation of the overfit is negative and equals $-\chi^2_k$. Hence, parameter estimation error serves to reduce the out-of-sample forecasting performance, as we would expect.

Besides reducing the problem arising from individual models’ tendency to overfit, out-of-sample forecast evaluation tests have the advantage that they can help uncover periods in which a forecasting model produces accurate forecasts as well as periods in which it fails to do so–see Giacomini and Rossi (2009, 2010) and Rossi (2013). This is particularly useful in financial forecasting where we would expect forecasting models only to work well during limited periods of time due to competitive market pressure. Closely related to this, if the out-of-sample forecasts are careful in using only information and forecasting methods that were available in real time, evidence from such tests can be used to test market efficiency.

While out-of-sample forecast evaluation methods can be an effective way to reduce overfitting, they are no panacea and also introduce new problems. First, nothing prevents individual researchers–or a group of researchers, each of whom only considers a single model–from experimenting with a multitude of forecasting models. Picking the model with the best out-of-sample forecasting performance distorts inference if not properly accounted for. Data mining is not impossible in out-of-sample forecast experiments--it is just a lot harder than when conducted in-sample. As an illustration, simple calculations in Hansen and Timmermann (2015b) show that for a regression model with $k = 4$ predictors, to achieve a rejection rate of 5% would take close to 5,000 different models in a sample with $T = 50$ observations. In stark contrast, the same rejection rate can be accomplished with a single model when based on in-sample forecasting performance.

Second, out-of-sample tests of forecasting performance can have substantially weaker power than in-sample tests. This is a straightforward implication
of using fewer observations \((T - R)\) to evaluate predictive accuracy than the corresponding in-sample tests \((T)\). Inoue and Killian (2005) and Hansen and Timmermann (2015a) analyze the importance of this point. For nested regression models, Hansen and Timmermann (2015b) show that a standard test statistic for out-of-sample forecasting performance can be written as the difference between two Wald statistics of the same null hypothesis, namely a test that uses the full sample and a test that uses only a subsample. Subtracting a test statistic in this manner clearly reduces the power of the test and so results in less of an ability to identify predictability in out-of-sample experiments.

Third, how the sample split point that separates the in-sample and out-of-sample periods, i.e., the value of \(R\), is chosen may affect the results. Hansen and Timmermann (2012) analyze the effect of data mining over the sample split point. Let \(\rho \in (0, 1)\) be the in-sample fraction of the data so that \(R_\rho = \lfloor \rho T \rfloor\) observations are used for parameter estimation while \(T - R_\rho\) observations are used for forecast evaluation. Hansen and Timmermann show that search over the sample split point, \(\rho\), can lead to severe distortions in inference if not accounted for when evaluating predictive performance. In particular, they find that large values of \(\rho\) are more likely to be selected in experiments that choose \(\rho\) so as to maximize conventional test statistics of out-of-sample forecasting performance. This finding reflects the presence of the second term in (46) which has zero mean, but will have a larger variance when the out-of-sample period is short and so is likely to result in higher rejection rates for tests of out-of-sample forecasting performance. This point can matter a great deal in practice: Hansen and Timmermann (2012) find that the rejection rate for an out-of-sample test with a nominal size of 5\% can be quadrupled with only 3-4 predictor variables as a result of inflation in the test statistic induced by mining over the sample split point.

4.8 Accounting for the multiple hypothesis testing problem

Out-of-sample forecast evaluation methods can significantly reduce the tendency of models to overfit which is associated with in-sample forecast evaluation. However, if many different models are being considered and this is not accounted for when evaluating the performance of the “best” forecasting model, severe distortions of inference on predictability may ensue.

This problem is analyzed in White (2000) who also provides an elegant solution to it. Suppose that there are \(k\) forecasting models whose out-of-sample mean squared error performances is measured relative to some benchmark (model 0) so that the mean squared error (MSE) differential of the benchmark relative to the \(k\)th forecasting model is given by \(d_k = (T - R)^{-1} \sum_{t=R}^{T-1} (y_{t+1} - f_{0t+1|t})^2 - (y_{t+1} - f_{kt+1|t})^2\). Stacking the MSE differentials for the \(k\) models gives a vector of sample averages \(\bar{d} = (\bar{d}_1, ..., \bar{d}_k)'\). Since \(\bar{d}_k > 0\) indicates that the \(k\)th forecasting model has outperformed the benchmark, the null hypothesis that none of the models
is capable of beating the benchmark takes the form

\[ H_0 : \max_{j=1,\ldots,k} E[d_{jt+1}t(\beta^*)] \leq 0, \]  

see White (2000). Note that the null hypothesis is being evaluated at the probability limit of the parameter values \( \beta^* \). If all forecasting models produce as accurate forecasts as those from the benchmark, the \( d \) vector, as well as the maximum of this vector, has a mean of zero.

To evaluate if the null in (47) is satisfied requires calculating the sampling distribution of the maximum of a \( k \) dimensional vector of possibly correlated terms. To this end, White (2000) establishes conditions under which \( \sqrt{(T - R)}(d - E[d(\beta^*)]) \) converges to a multivariate normal distribution with an unknown covariance matrix, \( \Lambda \). This insight reduces tests of the null in (47) to the task of evaluating whether the performance of the best forecasting model, chosen from a set of \( k \) models, is better than one would expect by chance from picking the maximum value drawn from a \( k \)-dimensional normal distribution with covariance matrix \( \Lambda \).

To perform this “skill versus luck” calculation, White shows that a bootstrap that repeatedly draws resamples from the underlying forecast data can be used to evaluate whether the performance of the best model in the actual data is genuinely better than what one would expect as a result of having picked such a model from a possibly large-dimensional vector of forecasts. Importantly, this approach sidesteps the need for estimating the covariance matrix, \( \Lambda \), which could be complicated in situations where \( k \) is large.

In an empirical application of the Reality Check bootstrap, Sullivan, Timmermann, and White (1999) consider the performance of 7,846 technical trading rules applied to daily returns on stock market indexes or futures prices. Their list of technical trading rules includes filter rules, moving averages, support and resistance type rules, and channel breakouts. While the best technical trading rule generates performance that is highly statistically significant when evaluated in isolation, i.e., as if only a single model had been considered, Sullivan et al. (1999) also find that the best trading rule fails to outperform a buy-and-hold benchmark once one accounts for the fact that this model was selected as the best performer from a larger set.

White (2000)’s approach has been expanded in a number of interesting directions. For example, Romano and Wolf (2005) develop a step-wise approach that performs White’s bootstrap iteratively so as to identify all models with superior performance over a benchmark, as opposed to only testing if there exists at least one model that beats the benchmark. Romano and Wolf provide conditions under which their step-wise approach can asymptotically select all superior models (and eliminate inferior models) subject to controlling the family-wise error rate, i.e., the probability of incorrectly identifying at least one forecasting model as being superior to the benchmark.

Hansen, Lunde, and Nason (2011) develop a model confidence set approach that identifies the subset of forecasting models that, at a given level of confidence, includes the best-performing forecasting models, i.e., models whose per-
formance is not dominated by any other models in a pairwise test, or measured relative to the average performance of other models. Their approach involves an equivalence test for pairwise testing that model performance is identical, and an elimination rule for determining which model, if any, gets discarded from the model confidence set in a given step.

Both of these approaches hold considerable promise for applications in financial forecasting problems in which it is important to deal with the multiple hypothesis testing problem.

5 Volatility and density forecasting

A vast empirical literature shows evidence of persistence in the volatility of returns on a variety of asset classes (e.g., stocks, bonds, commodities, and currencies) and at different frequencies (e.g., daily, weekly, or monthly). Such persistence implies that time variation in return volatility is predictable.\footnote{See Andersen et al. (2006) for an excellent review of volatility forecasting methods.}

Early empirical evidence emanated from the ARCH and GARCH models proposed by Engle (1982) and Bollerslev (1986), respectively. GARCH models take the form

\[
\varepsilon_{t+1} = \sigma_{t+1|t} \eta_{t+1}, \quad \eta_{t+1} \sim \text{iid } N(0,1),
\]

\[
\sigma_{t+1|t}^2 = \omega + \sum_{i=1}^{p} \beta_i \sigma_{t+1-i|t}^2 + \sum_{i=1}^{q} \alpha_i \varepsilon_{t+1-i}^2. \tag{48}
\]

The recursive form of this specification means that it is straightforward to generate volatility forecasts, iterating to obtain a forecast of the \(h\)-step-ahead volatility \(\sigma_{t+h|t}^2\) from the \((h-1)\)-step-ahead forecast, \(\sigma_{t+k-1|t}^2\).

The GARCH(1,1) model

\[
\sigma_{t+1|t}^2 = \omega + (\alpha_1 + \beta_1) \sigma_{t|t-1}^2 + \alpha_1 \sigma_{t|t-1}^2 (\eta_t^2 - 1) \tag{49}
\]

has proven highly successful in many empirical applications (see Hansen and Lunde (2005)). For this model the persistence of the conditional variance can be measured by \(\alpha_1 + \beta_1\) as \(E_{t-1}[\eta_t^2 - 1] = 0\). It is not uncommon to find estimates for which \(\hat{\alpha}_1 + \hat{\beta}_1\) is slightly below one, indicating a high degree of persistency, particularly at high frequencies. This is consistent with the presence of a strong predictive component in the second moment of the return distribution. Assuming that \(\alpha_1 + \beta_1 < 1\), the steady-state (average) variance from the GARCH process in (49) is

\[
E[\sigma_{t+1|t}^2] = \sigma^2 = \frac{\omega}{1 - \alpha_1 - \beta_1},
\]

and a forecast of the conditional one-period variance \(h\) periods from now, given current information, can be computed as

\[
\sigma_{t+h|t}^2 \equiv E_r[\sigma_{t+h|t}^2] = \sigma^2 + (\alpha_1 + \beta_1)^h - 1 (\sigma_{t+1|t}^2 - \sigma^2), \quad h \geq 1.
\]
Regime switching models offer an alternative way of capturing persistence in volatility. Consider the simple regime-switching model with a state-dependent mean and volatility:

\[ r_{t+1} = s_{t+1} + \sigma_{s_{t+1}} \eta_{t+1}, \quad \eta_{t+1} \sim iidN(0, 1), \]  

(50)

where \( \mu_{s_{t+1}} \) and \( \sigma_{s_{t+1}} \) are the mean and volatility in state \( s_{t+1} \). As in the literature on return predictability, typically it is assumed that there is a small set of possible states, i.e., \( s_{t+1} \in \{1, 2, ..., K\} \) for a small value of \( K \). For \( K = 2 \) there are only two possible states—often identified as high- and low-volatility states when these models are fitted to asset returns. Persistence in the level of volatility can be modeled by assuming that \( s_{t+1} \) follows a first-order homogeneous Markov chain

\[ \Pr(s_{t+1} = j | s_t = i) = p_{ij}. \]  

(51)

The Markov chain is persistent provided that \( p_{11} + p_{22} > 1 \) in the case with two states. Time-variation in the persistence of return volatility can be captured by using dynamic state transition probabilities of the form

\[ \Pr(s_{t+1} = j | s_t = i, z_t) = p_{ij}(z_t), \]  

(52)

where \( p_{ij}(z_t) \) could be specified as a logit or probit function so as to ensure that \( p_{ij}(z_t) \in [0, 1] \).

GARCH and Markov switching models can be used to capture features of financial data such as fat tails (kurtosis) and skew. For example, time-varying skews can be incorporated into the GARCH model by allowing positive and negative shocks to have a different effect on future volatility as captured by the threshold GARCH model of Glosten, Jagannathan, and Runkle (1993):

\[ \sigma_{t+1|t} = \omega + \alpha_t \varepsilon_t^2 + \lambda \varepsilon_t^2 I(\varepsilon_t < 0) + \beta \sigma_{t|t-1}^2, \]  

(53)

where \( I(\varepsilon_t < 0) \) is an indicator variable that takes a value of one if \( \varepsilon_t < 0 \), and otherwise equals zero.

Similarly, the return distribution generated by the MS model in (50) with two states will be skewed provided that \( \mu_1 \neq \mu_2 \).

GARCH and Markov switching specifications such as (48) and (50) are "adaptive" in that they do not predict the initial large shock, i.e., an outlier in \( \varepsilon_{t+1} \) that is not preceded by a large value of \( \varepsilon_t \). However, once such a shock has occurred, these models will elevate their forecast of next periods’ variance using a decay rate that reflects mean reversion provided that \( \alpha_1 + \beta_1 < 1 \) in the GARCH model (49) or \( p_{ii} < 1 \) in the MS model in (51). This property, coupled with the persistence of the underlying volatility process, accounts for the empirical success of these classes of models when used to model volatility of asset returns.
5.1 Realized volatility

Realized volatility models make use of data sampled at a higher frequency than that typically used to estimate GARCH models. For example, a realized volatility model could be based on data sampled every five minutes during the market opening hours of the trading day, whereas a GARCH model typically uses daily returns data.\(^{19}\) To see how realized volatility models work, suppose that changes in log-prices, \(d p_t\), evolve according to an arithmetic random walk process with constant drift \(\mu\) and time-varying volatility \(\sigma_t\):

\[
d p_t = \mu dt + \sigma_t dW_t,
\]

where \(dW_t\) are increments to an underlying Wiener process. The volatility of asset returns over some interval \([t-1, t]\) is unobserved but can be approximated by sampling returns on a discrete grid of points \(t-1 < \tau_0 < \tau_1 < \ldots < \tau_N = t\). This gives rise to the realized variance\(^{20}\)

\[
RV_t = \sum_{j=1}^{N} (dp_{\tau_j} - dp_{\tau_{j-1}})^2.
\]

We would expect \(RV_t\) to be a somewhat noisy estimate of the underlying volatility for small values of \(N\). However, because the realized variance can be viewed as a noisy proxy of the unobserved (underlying) volatility process, one can imagine using it as the basis for a forecasting equation

\[
RV_{t+1} = \alpha + \sum_{j=1}^{J} \beta_j RV_{t+1-j} + \varepsilon_{t+1}.
\]

A notable example of this model that has been extensively used in empirical work is the HAR-RV model proposed by Corsi (2009). Corsi proposes projecting the daily integrated volatility (\(\tilde{\sigma}_{t+1}^2\)) on lagged values of daily \((RV_{d}^t)\), weekly \((RV_{w}^t)\), and monthly \((RV_{m}^t)\) realized volatility estimates:

\[
\tilde{\sigma}_{t+1}^2 = \alpha + \beta_{d} RV_{d} + \beta_{w} RV_{w}^t + \beta_{m} RV_{m}^t + \varepsilon_{t+1},
\]

where, for example, \(RV_{w}^t = \frac{1}{5}(RV_{d}^t + RV_{d-1}^t + RV_{d-2}^t + RV_{d-3}^t + RV_{d-4}^t)\) is the weekly average realized volatility. Using past realized volatilities at different frequencies often improves the predictive power over a model that only includes a few lags of the daily realized volatility measure.

Alternatively, \(RV_t\) can be added as an additional covariate to GARCH models or modeled jointly with the log-variance from a GARCH process to get a model such as

\[
\log \sigma_{t+1}^2 | t = \omega + \beta \log \sigma_{t|t-1}^2 + \gamma RV_{t},
\]

\[
\log RV_{t} = \delta_0 + \delta_1 \log h_{t|t-1} + \delta_2 \log RV_{t-1} + \nu_t
\]

\(^{19}\)See, e.g., Ait-Sahalia et al. (2005) for an analysis of how often data should be sampled when it is affected by market microstructure noise.

\(^{20}\)Properties of the estimated realized variance such as consistency are discussed by Hansen and Lunde (2011).
as proposed by Hansen et al. (2012).21

High frequency data on price movements gives researchers the ability to better decompose total volatility into separate continuous volatility and jump volatility components. This can be important for forecasting purposes because the two components possess very different time-series properties. Notably, jump volatility tends to be much less persistent than continuous volatility. See Andersen, Bollerslev and Diebold (2007) and Patton and Shephard (2015) for examples of this approach.

Some studies suggest an important role in volatility forecasting for implied volatility measures extracted from options data. For example studies such as Blair, Poon and Taylor (2001) …nd that once information in implied volatilities is used to predict future volatility, there is little or no additional information in high-frequency return movements.

5.2 Stochastic volatility

GARCH models such as (48) assume that volatility is driven by past and current shocks to returns which are observable and, thus, can be estimated by maximum likelihood methods subject to assumptions on the value of the initial volatility state. Stochastic volatility models instead assume that the volatility process is a¤ected by a sequence of volatility-speci…c shocks, \( \zeta_t \).

The basic stochastic volatility model takes the form

\[
 r_{t+1} = \mu + \exp(h_{t+1})\eta_{t+1}, \quad \eta_{t+1} \sim iid N(0, 1),
\]

(59)

where the log-volatility at time \( t + 1 \), \( h_{t+1} \), can be modeled as a stationary, mean-reverting process:

\[
 h_{t+1} = \lambda_0 + \lambda_1 h_t + \zeta_{t+1}, \quad \zeta_{t+1} \sim iid N(0, \sigma^2_{\zeta})
\]

(60)

for \(|\lambda_1| < 1\). The shocks \( \eta_{\tau} \) and \( \zeta_{s} \) are mutually independent for all values of \( \tau \) and \( s \). It is also not uncommon to impose that \( \lambda_0 = 0 \) and \( \lambda_1 = 1 \), which turns (60) into a driftless random walk model.

Kim et al. (1998) develop methods for estimation of stochastic volatility models. The presence of a volatility-specific shock sequence \( \zeta_{t} \) in (60) means that conventional maximum likelihood methods cannot be used for estimation. Instead, the Gibbs sampler can be used to obtain draws from the joint posterior distribution \( p(\mu, h^t, \lambda_0, \lambda_1, \sigma^2_{\zeta}) \), where \( h^t = (h_1, ..., h_t) \). With these in place, one can obtain draws from the predictive density

\[
 p(r_{t+1}|\Omega_t) = \int p(r_{t+1}|h_{t+1}, \mu, h^t, \lambda_0, \lambda_1, \sigma^2_{\zeta}, \Omega_t)
 \times p(h_{t+1}|\mu, h^t, \lambda_0, \lambda_1, \sigma^2_{\zeta}, \Omega_t)
 \times p(\mu, h^t, \lambda_0, \lambda_1, \sigma^2_{\zeta}|\Omega_t)dh_{t+1}d\lambda_0d\lambda_1d\sigma^2_{\zeta},
\]

(61)

21Paye (2012) …nds that univariate speci…cations of monthly stock market volatility such as (56) are di¢ cult to beat in out-of-sample forecast comparisons when compared to models that add a variety of macroeconomic predictor variables to the forecasting equation.
where \( p(r_{t+1}|h_{t+1}, h_t, \lambda_0, \lambda_1, \sigma_{\xi}^{-2}, \Omega_t) \) is the predictive density conditional on the model parameters, including the value of the log-volatility, \( p(h_{t+1}|h_t, \lambda_0, \lambda_1, \sigma_{\xi}^{-2}, \Omega_t) \) captures shifts in the future log-volatility, \( h_{t+1} \), away from the current log-volatility, \( h_t \), and \( p(\mu, h^t, \lambda_0, \lambda_1, \sigma_{\xi}^{-2}|\Omega_t) \) measures the effect of parameter uncertainty. Equation (61) can be used to generate draws from the predictive density of returns which can, in turn, be used to compute optimal portfolio weights or to evaluate functions of the conditional return distribution.

As in the case of GARCH models or similar volatility specifications, observable predictors can also be added to the stochastic volatility model. See, e.g., Pettenuzzo et al. (2016) for a mixed data sampling (MIDAS) approach that adds predictor variables to the SV specification in (60) and Ghysels, Sinko, and Valkanov (2007) and Andreou, Ghysels and Kourtellos (2011) for broader summaries of MIDAS models.

5.3 Multivariate volatility models and copulas

Portfolio allocation and risk management problems involve modeling and forecasting the joint distribution of a possibly very large set of asset returns. A number of approaches have been developed to capture predictable time variation both in the probability distribution of individual assets’ returns as well as in their joint distribution. Consider how to model the returns on an \( n \times 1 \) vector of asset returns, \( r_{t+1} \), using a conditional scale-location model

\[
r_{t+1} \sim N(\mu_t, H_{t+1|t}).
\]

The multivariate dynamic conditional correlation model of Engle and Sheppard (2001) and Engle (2002) takes the form

\[
H_{t+1|t} = D_{t+1|t} R_{t+1|t} D_{t+1|t},
\]

where \( D_{t+1|t} \) is a diagonal \( n \times n \) matrix with time-varying volatilities whose \( i \)th diagonal element, \( h_{iit+1|t}^{1/2} \), can be generated from a univariate GARCH process of the form

\[
h_{iit+1|t} = \omega_i + \sum_{p=1}^{p_i} \alpha_{ip} \varepsilon_{it+1-p}^2 + \sum_{q=1}^{q_i} \beta_{iq} h_{iit+1-q|t-q}. \quad (64)
\]

The matrix \( R_{t+1|t} \) captures time-varying correlations and is modeled by Engle and Sheppard (2001) as

\[
R_{t+1|t} = (Q_{t+1|t}^*)^{-1} Q_{t+1|t} (Q_{t+1|t}^*)^{-1},
\]

where \( Q_{t+1|t}^* \) is a diagonal matrix with individual elements \( q_{iit+1|t}^{1/2} \) and \( Q_{t+1|t} \) follows a GARCH-type dynamic equation

\[
Q_{t+1|t} = (1 - \sum_{j=1}^{J} \alpha_j - \sum_{k=1}^{K} \beta_k) \bar{Q} + \sum_{j=1}^{J} \alpha_j \varepsilon_{t+1-j} \varepsilon_{t+1-j} + \sum_{k=1}^{K} \beta_k Q_{t+1-k|t-k}. \]
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As in the univariate case, $\alpha_j$ measures the news impact of past shocks, while $\beta_k$ captures persistence in correlations.

Scale-location models capture dynamics in the return distribution through movements in the first two moments (mean and variance). A more general approach is provided by modeling changes in the dependencies between returns through their copulas. In particular, under weak conditions it follows from Sklar’s Theorem (Sklar, 1959) that the joint return distribution of $r_{t+1} = (r_{1t+1}, r_{2t+1}, ..., r_{nt+1})$ can be decomposed into its univariate marginal distributions $P_1(r_{1t+1}), ..., P_n(r_{nt+1})$ and a copula, $C$, that incorporates the joint distribution of the $n$ marginal distributions:\footnote{Copulas have some distinct advantages such as being invariant under increasing and continuous transformations of the marginal distributions.}

$$P(r_{t+1}) = C(P_1(r_{1t+1}), ..., P_n(r_{nt+1})).$$  \hspace{1cm} (66)

In a predictive context, it is appropriate to use a conditional copula representation of the form (Patton, 2013):

$$P_{t+1|t}(r_{t+1}) = C_{t+1|t}(P_{1t+1|t}(r_{1t+1}), ..., P_{nt+1|t}(r_{nt+1})).$$  \hspace{1cm} (67)

To estimate copula models, one can adopt a two-stage approach which, first, estimates the conditional marginal distributions $P_{jt+1|t}(r_{jt+1})$, $j = 1, ..., n$, using, e.g., a GARCH model and, second, uses the resulting probability integral transforms $P_{jt+1|t}(r_{jt+1})$ as inputs into the conditional copula model $C_{t+1|t}$.

### 5.4 Density forecasting

Forecasts of the entire probability distribution of the outcome—density forecasts—are becoming increasingly common to use. The simplest class of models is the conditional scale-location models in (62) which only require modeling the conditional mean and volatility functions, at least under the assumption of Gaussian shocks. Within this class of models, GARCH and Markov switching specifications such as (48) and (50) have been fairly dominant, although stochastic volatility models such as (60) are also popular.

The assumption of (conditionally) Gaussian innovations can of course easily be relaxed. For example, one can use a skewed t-distribution (Hansen (1994)) to capture skews and fat tails. Semi-nonparametric density methods have also been proposed, see, e.g., Gallant and Tauchen (1989). These can use hermite polynomials to add flexibility to a conditional scale-location model and take the form

$$p_{t+1|t}(r_{t+1}) = \frac{1}{c\sigma_{t+1|t}} \left( \sum_{i=0}^{m} \omega_i \eta_{t+1|t}^i \right)^2 \phi(\eta_{t+1|t}),$$

where $\phi(.)$ is the standard Gaussian density function, $\eta_{t+1|t} = (r_{t+1} - \mu_{t+1|t})/\sigma_{t+1|t}$ is the standardized residual, and $c = \int \left( \sum_{i=0}^{m} \omega_i \eta_{t+1|t}^i \right)^2 \phi(\eta_{t+1|t}) d\eta_{t+1|t}$ is a normalization factor which ensures that the density integrates to one.
In the case where \( m = 0 \), the standard Gaussian density is recovered as a special case, while higher values of \( m \) adds flexibility to the density specification.

### 5.4.1 Bayesian Approaches

Bayesian approaches used typically require fully specifying the underlying forecasting model and so will generate a predictive density as part of the analysis. For example, this is the case for the stochastic volatility model in equation (61).

Density forecasting is another area in which forecast combination has found good use. Geweke and Amisano (2011) propose to construct optimal pools of density forecasts. Let \( \hat{p}_{it|t-1}^{i} \) be the conditional density forecast of \( y_t \) from the \( i \)th model, given information at time \( t - 1 \). Given a sample of data, \( \{ y_t \} \), \( t = 1, ..., T \), Geweke and Amisano propose to choose weights \( \omega = (\omega_1, ..., \omega_n)' \), so as to maximize the sample log predictive score function

\[
\omega = \arg \max_{\omega} \left( T^{-1} \sum_{t=1}^{T} \ln \left( \sum_{i=1}^{n} \omega_i \hat{p}_{it|t-1}^{i}(y_t) \right) \right). \tag{68}
\]

Geweke and Amisano consider combinations of a variety of GARCH and hidden Markov normal mixture models (corresponding to different specifications, \( \hat{p}_{it|t-1}^{i} \)) and find that the optimal pool often yields interior solutions to (68) putting considerable weight on at least two different density models, as opposed to assigning all or almost all weight to a single model.

Bayesian model averaging (BMA) is another useful technique that can be used to combine density forecasts. The BMA density forecast can be computed as a weighted average of \( n \) individual density forecasts

\[
\hat{p}^{\text{BMA}}(y_{t+1}|Z_t) = \sum_{i=1}^{n} p(y_{t+1}|M_i, Z_t)p(M_i|Z_t), \tag{69}
\]

where the list of requirements for implementing BMA forecasts can be quite involved. First, one must have a set of models, \( M_1, ..., M_n \). For each of these models, one must be able to compute \( p(M_i|Z_t) \) in...
which can be time consuming for many types of models. Prior model probabilities, \( p(M_1), \ldots, p(M_n) \) are also needed—these are often set to \( 1/n \) as are priors for the model parameters for each of the models, \( p(\theta_1|M_1), \ldots, p(\theta_n|M_n) \).

### 5.4.2 Extracting densities from option prices

Market prices on derivatives such as options provide a special opportunity to obtain density estimates. Specifically, using a cross-section of options with identical expiration date, \( T \), but different strikes, \( X \), one can compute option-implied density estimates. Let \( r_f \) denote the riskfree rate, while \( S_T \) is the price of the underlying asset at time \( T \). Then the price of a call option at time \( t < T \) is given by

\[
C_t(T, X) = e^{-r_f(T-t)} \int_0^\infty (S_T - X, 0) f_t(S_T) dS_T, \tag{72}
\]

where \( f_t(S_T) \) is the option-implied risk-neutral density for \( S_T \) and \( F_t(S_T) \) is the corresponding CDF. An estimate of \( f_t(S_T) \) can be obtained by differentiating the expression for \( C_t(T, X) \):

\[
f_t(S_T) = e^{-r_f(T-t)} \left. \frac{\partial^2 C_t(T, X)}{\partial X^2} \right|_{X=S_T}. \tag{73}
\]

A variety of approximation methods exist for estimating \( f_t(S_T) \), e.g., using a butterfly spread of options with neighboring strike prices:

\[
f_t(X_n) \approx e^{-r_f(T-t)} \left( \frac{C_t(T, X_{n+1}) - 2C_t(T, X_n) + C_t(T, X_{n-1})}{(\Delta X)^2} \right). \tag{74}
\]

Complications arise when using data from options markets in this manner. First, the above formulas allow us to estimate the risk-neutral densities from option prices. Such densities are different from the density under the physical measure. Under assumptions about the process driving the underlying asset price and investor risk aversion (in incomplete markets), formulas can be derived that link the physical and risk-neutral probability distributions; see Christoffersen et al. (2013) for a thorough review and discussion of this topic. Second, options on many securities are often not very liquid, making it difficult to get a broad cross-section from which option-implied densities can be estimated from equations such as (73). Measurement errors due to market microstructure effects and illiquid markets can also introduce biases in implied volatility estimates—see Christensen and Prabhala (1998) and Poon and Granger (2003).

\(^{23}\)Avramov (2002) uses BMA to a combination of \( 2^{14} \) possible model specifications obtained as the exhaustive set of combinations of 14 different predictors. Avramov computes the economic (utility) loss from ignoring model uncertainty and finds that this can be sizeable. He also finds that BMA forecasts are more robust than forecasts from individual models.
6 Evaluating financial forecasts

Evaluation of forecasts plays an important role in finance due to the presence of well-defined utility or loss functions that can be used to assess predictive accuracy. Another factor that plays a role is the relative ease with which financial forecasts can be exploited in investment strategies. Whereas it can be difficult to measure the impact on economic welfare of small improvements in the accuracy of macroeconomic forecasts, it is usually easier to compute the effect of increased predictive accuracy on trading profits. The conventional tool for doing so is what is usually referred to as "back tests", i.e., simulated real-time trading results based on some financial forecasting approach.24

6.1 Economic versus statistical loss

Ait-Sahalia and Brandt (2001) discuss how determining an investor’s optimal portfolio weights can be viewed as a prediction problem given the investor’s utility function, $u$, and a budget constraint relating future wealth, $W_{t+1} = \omega' R_{t+1}$, to portfolio weights, $\omega_t$, and a vector of gross asset returns, $R_{t+1}$.25

Suppose the investor chooses portfolio weights, $\omega_t$, to maximize

$$\omega_t^* = \arg \max_{\omega_t} E_t [u(\omega'_t R_{t+1})], \quad (75)$$

where $\omega'_t = 1$ for $\epsilon = (1, 1, ..., 1)'$. Assuming mean-variance preferences with coefficient of absolute risk aversion $A \geq 0$

$$E_t[u(W_{t+1})] = E_t[W_{t+1}] - \frac{A}{2} Var_t(W_{t+1}) \equiv \mu_t - \frac{A}{2} \Sigma_t,$$

the optimal portfolio weights are a non-linear function of the first and second moments of the wealth distribution:26

$$\omega_t = \frac{A W_t}{\epsilon' \Sigma_t^{-1} \mu_t} - \frac{\Sigma_t^{-1} \mu_t}{A W_t} + \frac{\Sigma_t^{-1} \mu_t}{A W_t}, \quad (76)$$

see Ait-Sahalia and Brandt (2001). To evaluate (76), one option is to use plug-in estimates of $\mu_t$ and $\Sigma_t$. This is not a very desirable strategy, however, as it ignores estimation error. A more desirable strategy is to parameterize the investor’s portfolio choice $\omega(x_t, \beta)$ as a function of a set of predictors known at time $t$, $x_t$ and parameters, $\beta$.

To keep the solution feasible and allow for multiple predictor variables, Ait-Sahalia and Brandt propose using a single-index specification $\omega(x_t, \beta) = \omega(x_t' \beta)$. Deriving the first-order condition from the optimization problem in (75), we have

$$E \left[ u' \left( W_t \left( \omega(x_t' \beta)' R_{t+1} \right) R_{t+1} \right) \right] | x_t = 0. \quad (77)$$

24There is also a literature on evaluation of volatility forecasts which we do not focus on here; see, e.g., Patton (2011).
25For simplicity, we assume initial wealth of $W_t = 1$.
26This expression assumes there is no risk-free asset available.
This equation can be used to estimate the parameters of the portfolio policy function by means of the GMM estimation method, using functions of the data, \( g(x_t) \) to convert (77) into sample moment restrictions.

In situations where \( \omega_t \) is of sufficiently low dimension to allow for a grid search, simple numerical methods can be used to determine the investor’s optimal portfolio weights given a predictive distribution of returns, \( p(R_{t+1}|\Omega_t) \). To see how this works, consider the optimal asset allocation of an investor with power utility function who can choose between a risk-free asset and a risky stock market portfolio with gross returns of \( R_{ft+1} \) and \( R_{t+1} \), respectively:

\[
U(\omega_t, R_{t+1}) = \left( \frac{(1 - \omega_t) R_{ft+1} + \omega_t R_{t+1}}{1 - \omega_t} \right)^{1-A}, \tag{78}
\]

where \( A \) is now the investor’s coefficient of relative risk aversion. The investor chooses \( \omega_t \) to solve the optimal asset allocation problem

\[
\omega_t^* = \arg \max_{\omega_t} \int U(\omega_t, R_{t+1}) p(R_{t+1}|\Omega_t) dr_{t+1}. \tag{79}
\]

The integral in (79) can be numerically approximated using \( J \) draws from the predictive distribution

\[
\tilde{\omega}_{t,i} = \arg \max_{\omega_t} \frac{1}{J} \sum_{j=1}^{J} \left\{ \left( \frac{(1 - \omega_j) R_{ft+1} + \omega_j R_{t+1}}{1 - \omega_j} \right)^{1-A} \right\}. \tag{80}
\]

For example, in a frequentist setting a GARCH model could be used as the predictive distribution from which to make draws. This procedure would typically condition on the parameter estimates. In a Bayesian setting, one could draw from the posterior predictive distribution such as (61) to account for parameter uncertainty.

### 6.2 Economic versus statistical loss

Using economic rather than purely statistics loss functions in the forecast evaluation step can make a substantial difference. Kandel and Stambaugh (1996) provide a range of illustrative examples showing situations where seemingly weak return predictability can have important economic consequences, e.g., in portfolio allocation problems.

Empirically, Cenesizoglu and Timmermann (2012) consider the performance of a range of forecasting models with time-varying mean and volatility. The parameters of all models are estimated recursively and forecasting performance is measured out-of-sample. For the economic loss function, the forecasts are used to select optimal portfolio weights either under mean-variance preferences or under power utility and performance is evaluated using these utility functions.

Cenesizoglu and Timmermann (2012) find that it is common for return prediction models to produce higher out-of-sample mean squared forecast errors than a model with a constant equity premium, yet simultaneously add economic
value when their forecasts are used to guide portfolio decisions. For sure, there is generally a positive correlation between a return prediction model’s out-of-sample MSE performance and its ability to add economic value. However, this relation tends to be weak and only explains a small part of the cross-sectional variation in different models’ ability to generate economic value in the out-of-sample analysis.

These results suggest that underperformance along conventional measures of forecasting performance such as root mean squared forecast errors contain only limited information on whether return prediction models that allow for a time-varying mean or variance will help or hurt investors when these return forecasts are used to guide portfolio decisions.

7 Conclusion

As the cost of fitting an ever-larger number of increasingly sophisticated and flexible forecasting models to financial data sets declines, the ability of researchers to separate spurious patterns from genuine predictability becomes harder. Recent advances in dealing with the multiple hypothesis testing problem underlying the data mining problem offer some promise, although they often require revisiting the entire list of predictors that have been considered in the literature—as opposed to considering individual predictors in isolation—which can be a costly exercise for individual researchers.27

We are likely to see in future research a close contest between increasingly powerful forecasting methods with the ability to find predictive patterns even in settings with low signal-to-noise ratios and more sophisticated methods for dealing with overfitting and data mining. Ideally, economic theory will play an important role in this contest, helping researchers to identify robust predictability patterns, but also bearing in mind that sometimes predictive modeling is ahead of theory and it may not always be clear how to pinpoint from theory which variables should possess predictive power over the outcome of interest.

Data limitations reduce the accuracy of financial forecasts in many situations. For example, our ability to predict variation in asset returns at the business cycle frequency using, e.g., slow-moving predictors such as interest rate spreads or valuation ratios, is ultimately limited by the small number of business cycles observed in historical data. Similarly, the tendency of predictable patterns in returns to self-destruct as a result of competitive pressures means that there are limits on how informative historical data will be for predicting future returns.

These points make many financial forecasting problems both challenging and fascinating. However, because the potential payoffs from uncovering even small degrees of predictability are so high, undoubtedly finance will remain an innovative and fast-paced arena for developing and testing new forecasting methods.
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